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Abstract—The Floquet–Bloch theory is used to develop a theory for grating-assisted directional couplers which predicts the coupled power and coupling lengths and is applicable to lossy waveguides. This theory views grating-assisted directional couplers as conceptually similar to conventional synchronous (nongrating) couplers. In the Floquet–Bloch analysis of the directional coupler, it is necessary to include both proper and improper space harmonics. The determination of which space harmonics are improper is critical to the understanding of the coupler performance. The choice of the improper space harmonics used for the analysis of the coupler is different from that used in contemporary papers.

I. INTRODUCTION

When two identical dielectric waveguides are in close proximity, the composite structure has characteristic modes whose shapes can be approximated from the field shapes of the characteristic modes of the individual waveguides. Accordingly, the modes of the composite structure have power distributions that are predominantly confined to the two “individual” waveguides. Depending upon the nature of excitation of the composite modes, the total power that propagates along the waveguide will be partitioned among the modes. Since the modes propagate at different velocities, the lateral profile of the power distribution will vary along the propagation direction, thus causing a shifting of power from one region to another (or from “one waveguide to another”) [1], [2]. The waveguide configuration is known as a directional coupler, and such components are important in many opto-electronic systems [3]. For some applications, such as frequency filters, two nonidentical waveguides with modes which are in synchronism are designed to achieve power transfer over a narrow frequency range [4]. In this case, the two synchronous modes indicate that the two isolated slabs have the same propagation constants of the fundamental mode.

If two nonidentical waveguides in close proximity are not synchronous, a periodic grating structure located between the two waveguides can lead to power transfer between the waveguides. The combination of these two “subwaveguides” and the grating is called a grating-assisted directional coupler (GADC) and can be viewed as a single, composite waveguide. These couplers are important elements for many optical applications such as input–output couplers [5], [6], optical wavelength filters [7]–[10], and wavelength multiplexing devices [11], [12].

Coupled mode theory (CMT) is widely used to analyze grating-assisted directional couplers [13]–[19]. In addition to CMT, a transfer matrix method (TMM) approach uses a mode-matching technique to determine power coupling and scattering in a GADC [20]. However, both the coupled mode theory and the transfer matrix method are based on the assumption that the interacting modes are mutually orthogonal. These approaches give accurate results when the periodic perturbation is weak and the coupled subwaveguides are almost identical (i.e., very similar index profiles and guiding layer thicknesses). On the other hand, the CMT and TMM approach will be less accurate if the grating perturbation is strong, and/or one or more layers of the structure are lossy. Also, the CMT and TMM approaches are inaccurate if one of the modes is leaky.

Recently, investigations of the GADC structure based on a hybrid combination of coupled mode and Floquet–Bloch theory have been discussed [21]–[25]. However, the inclusion of coupled mode theory in these hybrid models limits the applicability and accuracy.

In this paper, we present an accurate approach to the GADC problem based solely on the Floquet–Bloch theory which has been previously used [26]–[30] for the analysis of single mode waveguides with gratings. According to the Floquet–Bloch theory, if a plane wave propagates in an infinite unbounded periodic medium, the complete field pattern should consist of an infinite number of space harmonics. Fig. 1 shows the \( \omega - \beta \) diagram for a typical dielectric waveguide without diffraction gratings. The two curves in Fig. 1 indicate the dispersion relations of the zero order mode and the first order mode, labeled as mode \( A \) and mode \( B \), respectively. When a grating is a part of the dielectric waveguide, an infinite number of “subdiagrams” are created [31]. Fig. 2 shows two of these \( \omega - \beta \) subdiagrams for a periodic dielectric waveguide with a wavevector \( K = 2\pi/\Lambda \) where \( \Lambda \) is the grating period. When two space harmonics intersect, strong coupling will occur and lead to energy transfer between modes. Note that at the intersection points the amplitudes of the two harmonics become dominant. Depending on the wavevector \( K \) of the grating, two types of coupling, codirectional and contradirectional, can occur. For codirectional coupling, the group velocities of the two coupled harmonics are parallel, whereas the group velocities are antiparallel for contradirectional coupling. Energy is transferred back and forth between two space harmonics which are propagating in the same direction.
direction (codirectional coupling, illustrated in Fig. 2) or in opposite directions (contradirectional coupling).

By using the Floquet–Bloch theory, the dispersion curves of two coupled modes are calculated in a GADC structure. Fig. 2 illustrates the codirectional coupling of mode $A$ and mode $B$ of a composite GADC waveguide. The resonant condition can be obtained from the dispersion relation (Fig. 2), and the corresponding grating period $\Lambda$ satisfies

$$\frac{2\pi}{\Lambda} = K = \beta_A - \beta_B - \delta$$

where $\beta_A$ and $\beta_B$ are real parts of the propagation constants of the two independent modes. The parameter $\delta$ is the deviation wavenumber from the nominal resonant condition $K = \beta_A - \beta_B$.

A key point of this paper is that the field distributions of the interacting modes of the GADC waveguide are greatly modified near resonance compared to the field distributions of the two modes if the grating was absent from the composite waveguide). In other words, when the grating is present, the partition of power into the two waveguide modes may greatly differ from the power partition in the two modes in the absence of the grating. This superposition of the two field distributions at the input of a directional coupler is the basic concept used to explain synchronous couplers [4] (which do not require a grating to obtain complete power transfer).

The optical distribution at the input of one of the “subwaveguides” may be written as a linear combination of these greatly modified field distributions. From the longitudinal dependence of these two (greatly modified) field distributions, we can obtain the power distribution in the two subwaveguides and hence the distance (the coupling length) over which maximum power is exchanged between the two subwaveguides. If there are no losses, the approximate expression for the coupling length is given by

$$L_c = \frac{\pi}{\delta}$$

Surprisingly, the coupling length formula (2) is similar to that of conventional (nongrating) synchronous couplers [4].

In Section II a brief derivation of the Floquet–Bloch theory is presented. The branch choices for each space harmonic are discussed in Section III. In Section IV, the analysis of the conventional directional coupler without gratings is reviewed, and in Section V, the field distributions for GADC waveguides near resonance are developed. The coupling length formula is derived in Section VI. In Section VII, we discuss the accuracy of truncating the infinite number of space harmonics.

II. PROBLEM FORMULATION

The Floquet–Bloch theory used in this study is based on the paper reported by Chang et al. [28]. In this section we generalize the Floquet–Bloch approach to composite waveguides with an arbitrary number of layers.

We begin by considering a dielectric waveguide structure with multiple layers and with a grating region as shown in Fig. 3. The superstrate (layer 1) and substrate (layer 9) regions are assumed to be half spaces. Layer $k$ is the grading layer with the grading period $\Lambda, x_k$ is the interface between the $j$th and $(j+1)$th layer in the $x$-direction, and $t_j$ is the thickness of the $j$th layer. For the sake of simplicity it is assumed that the field is invariant with respect to $y$. The dielectric materials in each layer of Fig. 3 are isotropic and homogeneous. With a time
dependence of the form $\exp(j\omega t)$ being implied, the field in each layer satisfies the scalar Helmholtz equation
\begin{equation}
\frac{\partial^2 F_i(x,z)}{\partial z^2} + \varepsilon_i k_0^2 F_i(x,z) = 0
\end{equation}
where $F_i$ is the field component ($F_i = E_{yi}$ for TE modes, and $F_i = H_{yi}$ for TM modes), $k_0 = 2\pi/\lambda$ is the free space wavenumber, $\varepsilon_i$ is the dielectric constant, and $i$ designates the layer $i$. The two-dimensional wave function $F_i(x,z)$ is required to appear in the Floquet–Bloch form to satisfy the periodic condition. Since the field is assumed to propagate in the $z$-direction, the solution of the differential equation (3) becomes
\begin{equation}
F_i(x,z) = \sum_{n=-\infty}^{\infty} f_n^{(i)}(x) \exp(-jk_{zn}z)
\end{equation}
where
\begin{equation}
k_{zn} = \beta_n + j\alpha_n = (\beta + nK) + j\alpha
\end{equation}
In the uniform layers above and below the grating, we can use the transfer matrix method to solve (3). The 2-D Helmholtz equation can be converted into the 1-D differential equation
\begin{equation}
\frac{d^2 f_n^{(i)}(x)}{dx^2} + [\varepsilon_i k_0^2 - k_{zn}^2] f_n^{(i)}(x) = 0,
\end{equation}
The complex transverse wavenumber is written as $k_{zn}^{(i)}$ and is defined by
\begin{equation}
(k_{zn}^{(i)})^2 = \varepsilon_i k_0^2 - k_{zn}^2
\end{equation}
or
\begin{equation}
k_{zn}^{(i)} = \pm \sqrt{\varepsilon_i k_0^2 - k_{zn}^2}
\end{equation}
so (6) becomes
\begin{equation}
\frac{d^2 f_n^{(i)}(x)}{dx^2} + (k_{zn}^{(i)})^2 f_n^{(i)}(x) = 0.
\end{equation}
The solutions of (9) are given by
\begin{equation}
f_n^{(i)}(x) = \begin{cases}
    b_n^{(i)} \exp[-jk_{zn}^{(i)}x] & i = 1 \\
    a_n^{(i)} \exp[jk_{zn}^{(i)}x] + b_n^{(i)} \exp[-jk_{zn}^{(i)}x] & i = 2 \sim s - 1, \ i \neq k \\
    a_n^{(s)} \exp[jk_{zn}^{(s)}x] & i = s
\end{cases}
\end{equation}
where $a_n^{(s)}$ and $b_n^{(i)}$ are amplitude coefficients. Note that the transverse wave is considered to propagate away from the structure in the semi-infinite layers. Hence, $a_n^{(i)}$ is zero in the superstrate layer and $b_n^{(i)}$ is zero in the substrate layer. The signs of the transverse wavenumbers in the superstrate and substrate layer, $k_{zn}^{(i)}$ and $k_{zn}^{(s)}$, must be carefully chosen in order to obtain physically meaningful solutions as discussed in Section III.

A. Field Solutions Outside the Grating Region

In solving the electromagnetic problem, the boundary condition should be applied to each interface of the structure. Consider only the boundary condition outside the grating layer. The field components $f_n^{(i)}(x)$ and $f_n^{(i+1)}(x)$ must be continuous at the boundary $x = x_i$ where $i = 1 \sim s - 1$ but $i \neq k$ and $i \neq k + 1$. In addition, the normal derivative field components: $d f_n^{(i)}(x)/dx$ and $d f_n^{(i+1)}(x)/dx$ for TE modes, and $(1/\varepsilon_i)d f_n^{(i)}(x)/dx$ and $(1/\varepsilon_{i+1})d f_n^{(i+1)}(x)/dx$ for TM modes, must also be continuous at the boundaries. We define $\mathcal{T}_n^{(i)}$ and $\mathcal{C}_n^{(i+1)}$ to be the amplitude coefficient vectors of layer $(i)$ and layer $(i+1)$ with the $n$th space harmonic. They are expressed as
\begin{equation}
\mathcal{C}_n^{(i)} = \begin{pmatrix} a_n^{(i)} \\ b_n^{(i)} \end{pmatrix} \quad \text{and} \quad \mathcal{C}_n^{(i+1)} = \begin{pmatrix} a_n^{(i+1)} \\ b_n^{(i+1)} \end{pmatrix}
\end{equation}
At the boundary $x = x_i$, the relationship between $\mathcal{C}_n^{(i)}$ and $\mathcal{C}_n^{(i+1)}$ is
\begin{equation}
\mathbf{T}_n^{(i)} \mathcal{C}_n^{(i)} = \mathbf{M}_n^{(i+1)} \mathcal{C}_n^{(i+1)}
\end{equation}
where $\mathbf{T}_n^{(i)}$ and $\mathbf{M}_n^{(i+1)}$ are $2 \times 2$ transfer matrices shown at the bottom of the page.

According to (11), coefficients in layer $(i)$ can be substituted by those in either layer $(i - 1)$ or layer $(i + 1)$. Consider

\begin{table}
\centering
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline
& $\mathbf{T}_n^{(i)}$ & $\mathbf{M}_n^{(i+1)}$ \\
\hline
\hline
$(i)$ & \begin{pmatrix} \exp(jk_{zn}^{(i)}x_i) & \exp(-jk_{zn}^{(i)}x_i) \\ \exp(jk_{zn}^{(i)}x_i) & \exp(-jk_{zn}^{(i)}x_i) \end{pmatrix} & \begin{pmatrix} \exp(-jk_{zn}^{(i+1)}x_i) & -jk_{zn}^{(i+1)}x_i \\ jk_{zn}^{(i+1)}x_i & \exp(-jk_{zn}^{(i+1)}x_i) \end{pmatrix} \\
\hline
$(i+1)$ & \begin{pmatrix} \exp(jk_{zn}^{(i+1)}x_i) & \exp(-jk_{zn}^{(i+1)}x_i) \\ \exp(jk_{zn}^{(i+1)}x_i) & \exp(-jk_{zn}^{(i+1)}x_i) \end{pmatrix} & \begin{pmatrix} \exp(-jk_{zn}^{(i+1)}x_i) & -jk_{zn}^{(i+1)}x_i \\ jk_{zn}^{(i+1)}x_i & \exp(-jk_{zn}^{(i+1)}x_i) \end{pmatrix} \\
\hline
\end{tabular}
\end{table}
the boundary above the grating layer. The coefficient of layer \((k-1)\) with the \(n\)th space harmonic becomes
\[
\overline{C}_{(k-1)n} = (M_{n}^{(k-1)})^{-1} T_{n}^{(k-2)} \overline{C}_{(k-2)n} = S_{n}^{(k-2)} \overline{C}_{(k-2)n} = S_{n}^{(k-2)} \cdot S_{n}^{(1)} \overline{C}_{n}^{(1)}
\]
where \(S_{n}^{(k-2)} = (M_{n}^{(k-1)})^{-1} T_{n}^{(k-2)}\), \(S_{n}\) is the two by two transfer matrix between \(\overline{C}_{(k-1)n}\) and \(\overline{C}_{n}^{(1)}\). Because \(a_{0}^{(1)}\) is zero, \(\overline{C}_{n}^{(1)}\) can be expressed as
\[
\overline{C}_{n}^{(1)} = \begin{pmatrix} a_{0n}^{(1)} \\ b_{0n}^{(1)} \end{pmatrix} = \begin{pmatrix} s_{n12}a_{0n}^{(1)} \\ s_{n22}b_{0n}^{(1)} \end{pmatrix}
\]
where \(s_{n12}\) and \(s_{n22}\) are the matrix elements of \(S_{n}\). A similar relationship between \(\overline{C}_{(k+1)n}\) and \(a_{n}^{(k)}\) can be found by the same procedure. For the boundary below the grating layer, the coefficient of layer \((k+1)\) with the \(n\)th space harmonic becomes
\[
\overline{C}_{(k+1)n} = (T_{n}^{(k+1)})^{-1} M_{n}^{(k+2)} \overline{C}_{n}^{(k+1)} = R_{n}^{(k+2)} \cdots R_{n}^{(s)} \overline{C}_{n}^{(s)}
\]
where \(R_{n}^{(k+2)} = (T_{n}^{(k+1)})^{-1} M_{n}^{(k+2)}\). From (10), \(b_{n}^{(s)}\) is zero, so elements of \(\overline{C}_{n}^{(k+1)}\) can be replaced by \(a_{n}^{(s)}\).\n
\[
\overline{C}_{n}^{(k+1)} = \begin{pmatrix} a_{n1}^{(k+1)} \\ a_{n2}^{(k+1)} \end{pmatrix} = \begin{pmatrix} \tau_{n11} a_{n}^{(s)} \\ \tau_{n21} b_{n}^{(s)} \end{pmatrix}
\]

### B. Field Solutions Inside the Grating Region

Although the grating can be (and usually is) a periodic boundary between two distinct layers, we always consider the region defined by the height of the grating to be a separate layer (or region) of the composite waveguide. Inside the grating region, the solution provides most of the interesting features of the present problem because dielectric constants are nonuniform and vary periodically. Although the corresponding field of the grating region still satisfies the Helmholtz equation, we now have to account for a periodic perturbation which can be written in terms of the Fourier series as
\[
\varepsilon(x,z) = \sum_{n} \varepsilon_{n}(x) \cdot \exp(j2\pi nz/\Lambda)
\]
\[
\varepsilon(x,z)^{-1} = \sum_{n} \zeta_{n}(x) \cdot \exp(j2\pi nx/\Lambda).
\]

For the grating structure, the problem is addressed by solving the equivalent Maxwell’s equations instead of the Helmholtz equation
\[
\begin{align}
\frac{dF}{dx} &= QG \\
\frac{dG}{dx} &= PF
\end{align}
\]
where \(F = E_{y}\) for TE, \(F = H_{y}\) for TM, and \(G = H_{z}\) for TE, \(G = E_{z}\) for TM. \(F\) and \(G\) are expressed as
\[
\begin{align}
F &= f_{k}(x,z) = \sum_{n=-\infty}^{\infty} f_{n}^{(k)}(x) \cdot \exp(-jk_{zn}z) \\
G &= g_{k}(x,z) = \sum_{n=-\infty}^{\infty} g_{n}^{(k)}(x) \cdot \exp(-jk_{zn}z).
\end{align}
\]
Note that the fields \(f_{n}^{(k)}(x)\) and \(g_{n}^{(k)}(x)\) in (18) are coupled together with their spatial harmonics. Therefore, when we substitute (18) into (17), the fields inside the grating region become
\[
\begin{align}
\frac{d\overline{f}(x)}{dx} &= Q(k_{z0}) \overline{g}(x) \\
\frac{d\overline{g}(x)}{dx} &= P(k_{z0}) \overline{f}(x)
\end{align}
\]
where \(k_{z0}\) is the propagation constant of the zeroth spatial harmonics. The vectors \(\overline{f}(x)\) and \(\overline{g}(x)\) are formed by the field of spatial harmonics \(f_{n}^{(k)}(x)\) and \(g_{n}^{(k)}(x)\), respectively, and are written
\[
\begin{align}
\overline{f}(x) &= \begin{pmatrix} f_{j1}^{(k)}(x) \\
\vdots \\
f_{j2}^{(k)}(x) \end{pmatrix} \\
\overline{g}(x) &= \begin{pmatrix} g_{j1}^{(k)}(x) \\
\vdots \\
g_{j2}^{(k)}(x) \end{pmatrix}
\end{align}
\]
Note that the vectors \(\overline{f}(x)\) and \(\overline{g}(x)\) consist of \(l = j_{1} + j_{2} + 1\) space harmonic components, and \(P(k_{z0})\) and \(Q(k_{z0})\) are \(l \times l\) matrices with elements
\[
\begin{align}
p_{nm} &= \begin{cases} 
\gamma_{n} \varepsilon_{n} \left( \frac{k_{zn}^{2}}{k_{0}^{2}} \right)^{2} \delta_{nm} - \varepsilon_{n-m} & (\text{for TE}) \\
\gamma_{n} \varepsilon_{n} \delta_{nm} - \left( \frac{k_{zn}k_{zm}}{k_{0}^{2}} \right) \varepsilon_{n-m} & (\text{for TM})
\end{cases}
\end{align}
\]
\[
q_{nm} = \begin{cases} 
-\omega_{n} \mu_{n} \delta_{nm} & (\text{for TE}) \\
\omega_{n} \varepsilon_{n} \delta_{n-m} & (\text{for TM})
\end{cases}
\]
where \(k_{zn}\) is the propagation constant for the \(n\)th space harmonic, \(\varepsilon_{n-m}\) and \(\varepsilon_{n} \varepsilon_{n-m}\) is the \((n - m)\)th term in (16), and \(\delta_{nm}\) is the Kronecker’s delta function (\(\delta_{nm} = 1\) when \(n = m\), and \(\delta_{nm} = 0\) when \(n \neq m\)). Equation (19) consists of two systems of first-order linear constant coefficient ordinary differential equations. We can reduce (19) into one system of first-order linear ordinary differential equations as follows:
\[
\begin{align}
\frac{d}{dx} \begin{pmatrix} \overline{f}(x) \\
\overline{g}(x) \end{pmatrix} &= A(k_{z0}) \begin{pmatrix} \overline{f}(x) \\
\overline{g}(x) \end{pmatrix}.
\end{align}
\]
where
\[
A(k_{z0}) = \begin{pmatrix} 0 & Q(k_{z0}) \\
P(k_{z0}) & 0 \end{pmatrix}
\]
is a square matrix. In this paper, (23) is solved by the fourth-order Runge–Kutta method (RKM) [32], instead of the Adams–Moulton method (AMM) used in [28], because the RKM is faster and more stable than the AMM. The numerical solution of (23) gives the field values within the grating region in terms of the field values at the grating boundary. Since \( \mathbf{f}(x_{k-1}) \) is the initial value of the field in the grating layer, \( \mathbf{f}(x) \) and \( \mathbf{g}(x) \) at \( x = x_k \) can be written as

\[
\mathbf{f}(x_k) = \mathbf{Y}_f(k_{n0}) \mathbf{f}(x_{k-1}) \quad \text{(25a)}
\]
\[
\mathbf{g}(x_k) = \mathbf{Y}_g(k_{n0}) \mathbf{f}(x_{k+1}) \quad \text{(25b)}
\]

where \( \mathbf{Y}_f(k_{n0}) \) and \( \mathbf{Y}_g(k_{n0}) \) are \( 1 \times 1 \) matrices given by the Runge–Kutta method (see Appendix).

C. The Characteristic Equation

The characteristic equation (which will provide the dispersion relation) of the GADC structure is obtained by matching the boundary conditions at both grating layer interfaces.

First, we obtain the field distributions in the layers immediately adjacent to the grating layers, layer \( (k-1) \) and layer \( (k+1) \). Inserting (13) into (10) relates the field distribution of the \( n \)th spatial harmonic in the layer \( (k-1) \) to the field amplitudes \( a_n^{(k)} \) in the superstrate

\[
f_n^{(k-1)}(x) = [s_{n12} \exp(jk_{2m}^{(k-1)}x) + s_{n22} \exp(-jk_{2m}^{(k-1)}x)]a_n^{(k)}.
\]

Similarly, by substituting (15) into (10), the field distribution of the \( n \)th spatial harmonic in layer \( (k+1) \) is related to the field amplitudes \( a_n^{(k+1)} \) in the substrate

\[
f_n^{(k+1)}(x) = [r_{n11} \exp(jk_{2m}^{(k+1)}x) + r_{n22} \exp(-jk_{2m}^{(k+1)}x)]a_n^{(k+1)}.
\]

Matching (18)–(26) at \( x = x_{k-1} \) results (after some calculation) in the boundary condition

\[
\mathbf{U}(x_{k-1}) \cdot \frac{d\mathbf{f}(x_{k-1})}{dx} = \mathbf{V}(x_{k-1}) \cdot \mathbf{f}(x_{k-1})
\]

where \( \mathbf{U}(x_{k-1}) \) and \( \mathbf{V}(x_{k-1}) \) are square matrices, and their sizes depend on the number of spatial harmonics. The elements of matrices \( \mathbf{U}(x_{k-1}) \) and \( \mathbf{V}(x_{k-1}) \) are expressed as

\[
u_{n-m,j_1+1,m-j_1+1} = \begin{cases} \delta_{m,n} & \text{(for TE)} \\ \xi_{n,m} & \text{(for TM)} \end{cases}
\]

\[
u_{n-m,j_1+1,m-j_1+1} = \begin{cases} \delta_{j_1,j_2} & \text{(for TE)} \\ \delta_{j_1,j_2} & \text{(for TM)} \end{cases}
\]

where \( \eta \) and \( \eta \) indicate the \( \eta \)th and \( \eta \)th spatial harmonics of the series, and the spatial harmonics are truncated from \( -j_1 \) to \( j_2 \) \( (n = -j_1, \ldots, j_2) \) and \( m = -j_1, \ldots, j_2 \).

Note that \( \nu_{n-m,j_1+1,m-j_1+1} \) is valid for both TE and TM modes. \( \delta_{j_1,j_2} \), \( \delta_{j_1,j_2} \), \( \delta_{j_1,j_2} \), and \( \delta_{j_1,j_2} \) are elements of matrix \( \mathbf{T}_n^{(k-1)} \) [see (11)].

Similarly, matching (18)–(27) at \( x = x_k \) results in the boundary condition

\[
\mathbf{U}(x_k) \cdot \frac{d\mathbf{f}(x_k)}{dx} = \mathbf{W}(x_k) \cdot \mathbf{f}(x_k).
\]

The elements of matrices \( \mathbf{U}(x_k) \) has the same expressions as (29), and the elements of \( \mathbf{W}(x_k) \) are

\[
\omega_{n-m-1,m,j_1+1} = \frac{m_{n11}^{(k)} r_{n11}^{(k)} + m_{n12}^{(k)} r_{n12}^{(k)}}{m_{n11}^{(k)} r_{n11}^{(k)} + m_{n12}^{(k)} r_{n12}^{(k)}}
\]

where \( m_{n11}^{(k)}, m_{n12}^{(k)}, m_{n22}^{(k)}, \) and \( m_{n22}^{(k)} \) are elements of matrix \( \mathbf{M}_n^{(k)} \) [see (11)]. Combining (25), (28), and (31), we obtain the characteristic equation [28]

\[
\mathbf{D}(k_{n0}) \cdot \mathbf{f}(x_{k-1}) = 0
\]

will give the propagation constants for the modes of the structure. The complex roots \( k_{n0} \) can be found by Muller’s method. The Floquet amplitudes for the field distribution in all the uniform regions can subsequently be evaluated from (33).

III. Branch Choices for Transverse Wavevectors

Choosing the correct signs in (8) is critical in obtaining the correct complex roots of the determinant (34), since the sign choice determines whether the field distribution of the \( n \)th spatial harmonic will be proper or improper. We introduce a modified rule for general periodic waveguides to supplement the conventional rule [31], [33] that applies to choosing branch cuts in lossless periodic waveguides.

The conventional rule requires that the loci of \( k_{2m}^{(n)} \) in the complex plane must be traced continuously to produce smooth curves as a function of a defined physical parameter. Assuming that lossless materials are in the semi-infinite regions of the superstrate \( (x > x_1) \) and substrate \( (x < x_{n-1}) \), we only need to determine the signs of the two transverse space harmonic propagation constants, \( k_{2m}^{(1)} \) and \( k_{2m}^{(s)} \), in the superstrate and substrate. Since \( k_{2m}^{(1)} \) and \( k_{2m}^{(s)} \) are double-valued functions of \( k_{2m}^{(n)} \), different solutions exist corresponding to the choice of sign in (8). For the superstrate, the choice for \( k_{2m}^{(1)} \) has previously been prescribed by requiring that all the positive spatial harmonics \( (n \geq 0) \) in the field represent proper waves, i.e.

\[
\text{Im}(k_{2m}^{(1)}) < 0 \quad \text{for} \quad n \geq 0.
\]

In cases where the space harmonics are negative \( (n < 0) \), \( k_{2m}^{(1)} \) corresponding to proper waves if \( \beta_n \) is negative

\[
\text{Im}(k_{2m}^{(1)}) < 0 \quad \text{if} \quad \text{Re}[\beta_n] \leq 0 \quad \text{for} \quad n < 0.
\]
and to improper waves if \( \beta_0 \) is positive [34]

\[
\text{Im} \left( \frac{J_{2n}(\beta)}{\pi} \right) > 0 \quad \text{if} \quad \text{Re} \left[ \beta_0 \right] > 0 \quad \text{for} \quad \eta < 0. \tag{36a}
\]

This rule is also applied to the choice of the branch cuts in the substrate region.

In lossless materials around the second Bragg, the above rule presents accurate results [26], [28]–[29], [34]. However, when \( \lambda/\Delta \) is much less than one, we show that this rule needs to be modified, by considering a simple four-layer lossless dielectric waveguide which includes a grating layer. The index profile is shown in Fig. 4 where the uniform layers have refractive indexes of \( \eta_1, \eta_2 \), and \( \eta_3 \). We define the smallest positive effective index to be the \( i \)th harmonic (i.e., \( \beta_{-i} > k_0 \) and \( \beta_{-i} > 0 \)), and the effective index of the \( -i \)th harmonic to be just less than \( \eta_1 \) (i.e., \( \beta_{-i} > \eta_1 \)). Fig. 4(a) shows that, according to the conventional rule, the harmonics of \( \eta = -1 \) to \( -i \) correspond to improper waves. However, as shown in Fig. 4(b), the \( \eta = -1 \) to \( -i \) harmonics should represent proper waves because their effective indices are above the index of the substrate \( \eta_1 \). This observation suggests that the proper or improper property of each space harmonic should not be related to the sign of the space harmonic \( \eta \) but should correspond to the location of the effective index. If the effective index of a space harmonic is greater than \( \eta_1 \), it represents a proper mode even though \( \eta \) is negative. Thus, our modification to the conventional rule states that the \( \eta = -1 \) to \( -i \) harmonics should be chosen as proper waves.

The value of the propagation constant should vary continuously with the free space wavenumber \( k_0 \). Fig. 5(a) shows an example of the attenuation constant \( \alpha \) as a function of \( k_0 \). Assume that the effective index of the \( -i \) space harmonic is equal to \( \eta_1 \) (\( \beta_{-i} > k_0 = \eta_1 \)) when \( k_0 \) is equal to \( P_1 \). The locus of \( \alpha \) chosen by the conventional rule (36) is shown in Fig. 5(a). In this case the \( \eta = -1 \) space harmonic represents the improper wave whether \( k_0 \) is greater than or less than \( P_1 \). However, as shown in Fig. 5(a), according to the modified rule, the \( -i \) space harmonic should change from an improper wave to a proper wave at \( k_0 = P_1 \) as \( k_0 \) varies from to \( k_0 < P_1 \) to \( k_0 > P_1 \).

Unfortunately, from Fig. 5(a), a discontinuity of the locus of the attenuation occurs at \( k_0 = P_1 \). Although our first modification to the conventional rule correctly chooses the
branches, we now have a discontinuity of the propagation constant $k_{zn}$ at $P_1$. To resolve the discontinuity problem, we notice that both the improper and proper $n = -j$ space harmonics have almost identical values of $\beta_{-j}$ when $k_0$ is greater than $P_1$. More importantly, the point $k_0 = P_2$ corresponds to a double root of the propagation constant. Hence, we further modify the conventional rule to require a branch change of the $-j$th harmonic at $k_0 = P_2$. This choice for the branch change is consistent with having the loci of the propagation constant continuous as $k_0$ is varied, as shown in Fig. 5(b). In practice, the region $P_1 < k_0 < P_2$ is very narrow and can often be ignored.

IV. NONGRATING DIRECTIONAL COUPLERS

The conventional (nongrating) directional coupler used in integrated optics consists of two synchronous subwaveguides. There are always two lowest order solutions of the composite waveguide with propagation constants $\beta_A$ and $\beta_B$. For TE polarization, the $E_y$ components of the two modes have even and odd symmetry. Thus, the two modes can be added so that their fields nearly cancel in one subwaveguide at the input end of the coupler. However, in the other subwaveguide, the two fields reinforce each other, representing light confined one subwaveguide. Since the zero order mode and the first
order mode have slightly different propagation constants, their relative phases will reverse at a distance \( L_c = \pi / (\beta_A - \beta_B) \). At this point, the two fields reinforce each other in the opposite subwaveguide and the light has been totally coupled to the other subwaveguide.

Assume now that the (nongrating) directional coupler is made of two nonidentical subwaveguides with propagation constants of the fundamental mode for each subwaveguide given by \( \beta_a \) and \( \beta_b \). Complete power exchange between the two subwaveguides occurs when the fundamental modes of the two separate subwaveguides have the same propagation constants \( (\beta_a = \beta_b) \). If the modes of the composite structure of this directional coupler are calculated, the two lowest order modes of the directional coupler have slightly different propagation constants \( (\beta_A \approx \beta_B) \) with the coupling length of \( L_c = \pi / (\beta_A - \beta_B) \) [4].

If the fundamental modes of the two isolated subwaveguides have significantly different propagation constants \( (\beta_a \neq \beta_b) \), very little power will be exchanged between the two subwaveguides. Table I shows a structure consisting of two nonidentical subwaveguides (without a grating), which is discussed by Marcuse [14]. The composite structure of this directional coupler has different propagation constants \( (\beta_A \neq \beta_B) \). The \( E_{02} \) components of the two lowest order modes (modes \( A \) and \( B \)) for the TE modes are shown in Fig. 6. Note that the field patterns of modes \( A \) and \( B \) are confined mainly to either subwaveguide \( A \) or subwaveguide \( B \). Although the input distribution of one subwaveguide can be approximated as a linear superposition of the field distribution of the two lowest order composite modes, only one mode receives a significant portion of the input power. (This is in contrast to synchronous couplers where each composite mode has nearly equal power distribution in each subwaveguide.) In short, an effective directional coupler can be made only if the input power is distributed nearly equally among the two modes.

V. GRATING-ASSISTED DIRECTIONAL COUPLERS

Significant power exchange can occur between two nonsynchronous subwaveguides which have different propagation constants if a diffraction grating is incorporated in the intermediate region between the two waveguides. This structure, called a grating-assisted directional coupler (GADC) and shown in Fig. 7, is made of two nonidentical waveguides, referred to as “subwaveguide \( A \)” and “subwaveguide \( B \),” and a grating layer. By using the Floquet–Bloch theory discussed in Section II, rigorous solutions of the propagation constants and the complete field distributions for the GADC structure are found.

Consider the GADC structure analyzed by Marcuse [14]. The refractive index and the thickness of each layer are shown in Table II and Fig. 8. The vacuum wavelength is 1.5 \( \mu \)m. The dotted lines in Fig. 8 indicate the effective indices of the two lowest TE modes (labeled mode \( A \) and mode \( B \)) of the GADC structure. By conventional coupled mode theory, a complete exchange of optical energy between the two slabs occurs if the difference between the effective indices of the modes that
are to be coupled satisfies the relationship [3]

\[ |n_A - n_B| = \frac{K}{k_0} = \frac{\lambda_0}{\Lambda} \]  \hspace{1cm} (37)

where \( \Lambda \) is the length of one period of the grating, \( \lambda_0 \) is the wavelength, and \( n_A \) and \( n_B \) are the effective indices of modes \( A \) and \( B \) when the grating is absent. Since \( n_A \) and \( n_B \) are calculated without a grating, (37) is an approximate formula for the grating period.

We can obtain exact values for \( n_A \) and \( n_B \) by including the grating layer and using the Floquet–Bloch theory. Dispersion curves of the two modes of the GADC structure are found as a function of the grating period. Fig. 9 shows the normalized propagation constants of modes \( A \) and \( B \) as a function of the grating period where Fig. 9(a) and (b) correspond to the real and the imaginary parts of the propagation constants, respectively. In the vicinity of resonance, the two curves in Fig. 9(a) do not intersect. According to the analysis of the nongrating
directional coupler [4], the magnitudes of the two modes are nearly identical at resonance. Similarly, the resonant condition of a GADC structure can be determined by examining the total field distributions of the two modes. The field distributions of mode \( A \) and mode \( B \) [Fig. 9(a)] have large intensities in both subwaveguides when the difference between the real parts of the longitudinal propagation constants \( \delta = \beta_A - \beta_B - K \) is minimized, in which case the coupling between the two subwaveguides is maximum. For this GADC structure excited with radiation with a free space wavelength of 1.5 \( \mu \text{m} \), the resonant condition corresponds to a grating period of 14.05 \( \mu \text{m} \).

Because of the grating, the modes of the GADC structure are expanded in an infinite number of space harmonics. Fig. 10(a) and (b) show the spatial harmonics for mode \( A \) and mode \( B \) at the resonant condition where the grating period is 14.05 \( \mu \text{m} \). The duty cycle is 50% for the GADC structure in this paper. There are two space harmonics for these modes which have significant amplitudes. For mode \( A \), the \( n = 0 \) and \( -1 \) harmonics are dominant while the other space harmonics are negligible. For mode \( B \), the \( n = 0 \) and 1 harmonics are dominant, while the other harmonics are negligible. Note that the \( n = 0 \) harmonic of mode \( A \) and the \( n = 1 \) harmonic of mode \( B \) have similar field distributions which are both similar to the zero order mode of the structure without a grating in Fig. 6(a). Similarly, the \( n = -1 \) harmonic of mode \( A \) and the \( n = 0 \) harmonic of mode \( B \) also have similar field distributions which are both similar to the first order mode of the structure without a grating in Fig. 6(b). The complete field pattern is obtained by the summation of all space harmonics. Fig. 11(a) and (b) show the total field distributions of modes \( A \) and \( B \).

We obtain the “in-phase” (no zero-crossings of the electric field distribution between the subwaveguides) solution for mode \( B \) and the “out-of-phase” (a single zero-crossing of the electric field distribution between the subwaveguides) solution for mode \( A \). Moreover, in subwaveguide \( B \), the field of mode \( A \) has almost the same amplitude but a different sign as the field of mode \( B \), while both modes have the same amplitudes in subwaveguide \( A \). This means that these two modes can be superimposed so that their fields nearly cancel in subwaveguide \( B \) with most of the intensity in subwaveguide \( A \) at the input end of the coupler. Since both modes have negligible amplitude attenuations \( \alpha_A \) and \( \alpha_B \) [see Fig. 9(b)], their relative phases will reverse at a distance which is called the coupling length \( L_c \). At this point the sum of the two modes superimpose so that most of the intensity is now in subwaveguide \( B \).

Fig. 12(a) shows that the two modes are superimposed to yield an initial excitation in subwaveguide \( A \). At the coupling length \( z = 1.168 \text{ mm} \), the power has been coupled over to subwaveguide \( B \) as shown in Fig. 12(b). This result is in good agreement (<10%) with that reported in [14]. Because both field distributions of modes \( A \) and \( B \) have some nonzero amplitude in the other subwaveguide, complete power exchange cannot be achieved. After traversing the coupling length distance, a small amount of residual energy will still exist in the input subwaveguide.

The powers in subwaveguides \( A \) and \( B \) are estimated by

\[
P_A = -\frac{1}{2} \text{Re} \left\{ \int_{-\infty}^{0} E_y H_z^* \, dx \right\}
\]

and

\[
P_B = -\frac{1}{2} \text{Re} \left\{ \int_{0}^{\infty} E_y H_z^* \, dx \right\}
\]

for the TE mode. Fig. 13(a) shows the output powers through subwaveguides \( A \) and \( B \) as a function of the propagation distance \( z \) at the resonant condition \( (\Delta = 14.05 \mu \text{m}, \lambda = 1.50 \mu \text{m}) \). At the input, most of the power is excited in subwaveguide \( A \), and at a distance of 1.168 mm, a maximum of 92% of the power has transferred to subwaveguide \( B \). The fine oscillations in Fig. 13 have a period equal to that of the grating [18]. If the grating period is not at the resonant condition, both the power coupling and the coupling length will decrease. Fig. 13(b) shows the ratios of the power in subwaveguides \( A \) and \( B \) versus the propagation distance \( z \) for a grating period of 14 \( \mu \text{m} \). In this case, a maximum of 78% of the total power transfers from subwaveguide \( A \) to subwaveguide \( B \) in a distance of 0.749 mm. When the grating
period is reduced by 0.35%, the coupling length decreases by 36% and the coupled power is reduced by 14%.

Fig. 14 shows the dispersion and attenuation diagrams of the GADC structure as described in Table II. The minimum difference of $\lambda_A$ and $\lambda_B$ occurs at the wavelength of 1.5 $\mu$m (for a grating period of 14.05 $\mu$m) while the attenuations of the two modes are different but negligible. Fig. 15 shows the guided power in subwaveguides $A$ and $B$ as a function of the propagation distance away from resonance ($\lambda = 1.505 \mu$m).
The 0.3% change in wavelength reduces the coupling length by 22% and the coupling power by 38%.

VI. THE COUPLING LENGTH FORMULA

This analysis of GADC structures is similar to that of nongrating couplers [4] in that (1) at resonance, the field distribution of the in-phase and out-of-phase modes both have significant power in each subwaveguides and (2) the input (or any) field distribution of the coupler is a superposition of the in-phase and out-of-phase modes of the structure. Just as an expression for the coupling length of conventional (nongrating) couplers can be simply derived from the two properties above, we can derive a similar formula for the coupling length of a GADC structure:

From Fig. 10, only two space harmonics of modes $A$ or $B$ are dominant at the resonant condition, while the others are negligible. While the total field is expressed as

$$\Psi(x, z) = \sum_{n=-\infty}^{\infty} f_n(x) e^{jnKz}$$

the field distributions of modes $A$ and $B$ can be approximated as

$$\Psi^A(x, z) \approx e^{-j\beta_A z} \sum_{n=-1}^{1} f_n^A(x) e^{jnKz} e^{\alpha_A z}$$

and

$$\Psi^B(x, z) \approx e^{-j\beta_B z} \sum_{n=-1}^{1} f_n^B(x) e^{jnKz} e^{\alpha_B z}$$

where

$$f_n(x) = \begin{cases} f_n^{(1)}(x), & x \in \text{layer 1} \\ \vdots \\ f_n^{(i)}(x), & x \in \text{layer } i \\ \vdots \\ f_n^{(s)}(x), & x \in \text{layer } s. \end{cases}$$

Since the $n = 0$ harmonic of mode $A$ is similar to the $n = 1$ harmonic of mode $B$, and the $n = -1$ harmonic of mode $A$
is similar to the \( n = 0 \) harmonic of mode \( B \), we can make the approximation

\[
\begin{align*}
    f_0^A(x) & \approx f_1^B(x), \\
    f_1^A(x) & \approx -f_0^B(x).
\end{align*}
\]

From \( \beta_B = \beta_A - K - \delta \), we have

\[
c^{-j\beta_B z} = c^{-j\beta_A z} e^{-jKz} e^{-j\delta z}.
\]

After substituting (41) into (39) and assuming

\[
\alpha_A \approx \alpha_B
\]

we find

\[
\Psi^B(x, z) \approx e^{-j\beta_A z} \left[ f_0^B(x) e^{jKz} + f_1^B(x) \right] e^{j\delta z} = e^{-j\beta_A z} \left[ f_0^A(x) - f_1^A(x) e^{jKz} \right] e^{j\delta z}.
\]

Superimposing \( \Psi^A \) and \( \Psi^B \) at the input end \( (z = 0) \), the amplitude of the sum is written as

\[
|\Psi^A + \Psi^B| \approx 2|f_0^A|.
\]

When the propagation distance \( z \) is equal to

\[
L_c = \frac{\pi}{\delta}
\]
\( \Psi^B \) reverses its phase, and the amplitude of the superposition of \( \Psi^A \) and \( \Psi^B \) becomes
\[
|\Psi^A + \Psi^B| \approx 2|\Psi^A|.
\] (46)

\( f_0^A \) has a field distribution that is predominately concentrated in subwaveguide \( A \), while \( f_0^B \) has a field distribution that is predominately confined to subwaveguide \( B \). Accordingly, maximum power is shifted from subwaveguide \( A \) to subwaveguide \( B \) in a length \( L_c \).

When the two modes have almost equal attenuation [see (42)], (45) can estimate the coupling length without computing the power distribution along the propagation distance. For the GADC structure shown in Table II, the estimated coupling length from (45) is 1.208 mm. Compared with the result plotted in Fig. 13(a), the relative error is about 3.3%.

**VII. THE TRUNCATION ACCURACY**

In practice, the infinite number of space harmonics must be truncated. Since the leaky space harmonics in the periodic dielectric waveguide determine the attenuation of the mode, it is important to consider them and develop a procedure for determining the significant harmonics.

By varying the positive and negative space harmonics, we can examine the accuracy of the propagation constants. For the real part of the propagation constants, the relative errors are less than \( 10^{-7} \) if seven space harmonics (\( n = -3 \) to 3) are used. The imaginary parts of the propagation constants are sensitive to the negative harmonics because these negative harmonics represent leaky waves which produce radiation loss.

From the dispersion curve in Fig. 14(a), almost 59 negative harmonics are leaky. However, we find that using the \( n = -8 \) to 3 space harmonics results in a computational error of less than 6% for the attenuation. Therefore, 12 space harmonics were used in all the numerical calculations for this paper.

**VIII. CONCLUSION**

In this paper we used a complete Floquet–Bloch solution to analyze grating-assisted directional couplers. We show that the presence of the grating greatly alters the modes of the composite structure near resonance so that the “in-phase” and “out-of-phase” modes have similar amplitudes in both subwaveguide regions. As a result, the grating-assisted coupling process is conceptually similar to that found in conventional (nongrating) couplers. If the attenuation of both modes is similar, a simple formula describes the coupling length.

We also present a modification of the conventional rule for choosing branch cuts that gives a physically consistent choice for proper and improper space harmonics, yet maintains the continuity of the propagation constant as \( k_0 \) is continuously varied.

The analysis developed in this paper agrees with the results of previously published grating-assisted directional couplers analyzed by coupled mode theory. However, this more general approach can be applied to composite waveguides where one of the modes is leaky, and/or where the two modes have significantly different attenuation.

**APPENDIX**

A system of first-order differential equations representing Maxwell’s equations is written in vector form
\[
\frac{d}{dx} \begin{bmatrix} f(x) \\ g(x) \end{bmatrix} = A(k_{z0}) \begin{bmatrix} f(x) \\ g(x) \end{bmatrix}
\] (A1)

where the square matrix \( A(k_{z0}) \)
\[
A(k_{z0}) = \begin{pmatrix} 0 & Q(k_{z0}) \\ P(k_{z0}) & 0 \end{pmatrix}
\] (A2)

is formed from the two matrices \( P(k_{z0}) \) and \( Q(k_{z0}) \) [see (21) and (22)]. If we assume that layer \( k \) is the grating layer, the interfaces of the grating layer are at \( x = x_{k-1} \) and \( x = x_k \).

We define the vector \( \overline{f}(x) \) [see (20)] as
\[
\overline{f}(x) = \begin{bmatrix} f(x) \\ g(x) \end{bmatrix}.
\] (A3)

By applying the boundary condition [see (28)] at \( x = x_{k-1} \), \( \overline{f}(x_k-1) \) can be found from \( \overline{f}(x_{k-1}) \) so that \( \overline{f}(x_k-1) \) can be expressed as
\[
\overline{f}(x_k-1) = \begin{bmatrix} f(x_k-1) \\ g(x_k-1) \end{bmatrix} = Y_0 \cdot \overline{f}(x_{k-1})
\] (A4)

where
\[
Y_0(k_{z0}) = \begin{pmatrix} I & 0 \\ 0 & G(k_{z0}) \end{pmatrix}
\] (A5)

and \( G(k_{z0}) = Q^{-1}(k_{z0}) \cdot U^{-1}(x_{k-1}) \cdot V(x_{k-1}) \). Substituting (A3) into (A1), we obtain
\[
\frac{d\overline{f}(x)}{dx} = A(k_{z0}) \cdot \overline{f}(x).
\] (A6)

By using the Runge–Kutta method, the grating region is divided into \( v \) intervals with a step size of \( h = t_k/v \) where \( t_k \) is the thickness of the grating layer. The classical fourth-order Runge–Kutta method produces
\[
\begin{align*}
\bar{k}_1 &= h \cdot A(k_{z0}) \cdot \overline{f}_j = K_1 \overline{f}_j \\
\bar{k}_2 &= h \cdot A(k_{z0}) \cdot (\overline{f}_j + \frac{1}{2} \bar{k}_1) = K_2 \overline{f}_j \\
\bar{k}_3 &= h \cdot A(k_{z0}) \cdot (\overline{f}_j + \frac{1}{2} \bar{k}_2) = K_3 \overline{f}_j \\
\bar{k}_4 &= h \cdot A(k_{z0}) \cdot \overline{f}_j = K_4 \overline{f}_j
\end{align*}
\] (A7)

and
\[
\overline{f}_{j+1} = \overline{f}_j + \frac{1}{6} (\bar{k}_1 + 2\bar{k}_2 + 2\bar{k}_3 + \bar{k}_4)
\] (A11)

for each \( j = 1, \cdots, v \). Since the initial value of \( \overline{f} \) is set at \( x = x_{k-1} \) and is written as
\[
\overline{f}_1 = \overline{f}(x_{k-1}) = \overline{f}(x_{k-1})
\] (A12)
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