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Abstract—This paper describes an optical transceiver designed
for power-efficient connections within high-speed digital systems,
specifically for board- and backplane-level interconnections. A
2-Gb/s, four-channel, dc-coupled differential optical transceiver
was fabricated in a 0.5- m complementary metal–oxide–semi-
conductor (CMOS) silicon-on-sapphire (SoS) process and in-
corporates fast individual-channel power-down and power-on
functions. A dynamic sleep transistor technique is used to turn off
transceiver circuits and optical devices during power-down. Dif-
ferential signaling (using two optical channels per signal) enables
self-thresholding and allows the transceiver to quickly return from
power-down to normal operation. A free-space optical link system
was built to evaluate transceiver performance. Experimental
results show power-down and power-on transition times to be
within a few nanoseconds. Crosstalk measurements show that
these transitions do not significantly impact signal integrity of
adjacent active channels.

Index Terms—Differential links, parallel optical intercon-
nects, power-down, power-on, sleep transistor, transceiver,
vertical-cavity surface-emitting laser (VCSEL).

I. INTRODUCTION

POWER-EFFICIENT operation is becoming increasingly
important in high-speed digital systems. For example,

modern microprocessors from Intel and AMD enable automatic
clock throttling while the processor is idle and dynamically
power-down unused circuit blocks [1], [2]. For balanced system
design, it is important to apply similar power management tech-
niques to interconnections within high-speed digital systems,
specifically gigabit parallel-board- and backplane-level inter-
connections. Without power-efficient interconnects, the power
consumption of idle systems will become dominated by inter-
connects.

Parallel optical links based on vertical-cavity surface-emit-
ting lasers (VCSELs) are an attractive candidate for con-
nections within high-speed digital systems. Compared with
their electrical counterparts, they offer inherent advantages
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in bandwidth–distance product, interconnect density, power
consumption, and crosstalk [3]–[5]. However, current parallel
optical transceivers do not support efficient power manage-
ment. Fig. 1 shows a block diagram for one channel of a typical
very-short-reach (VSR) parallel optical link [6]. First, parallel
input data is encoded to limit the “run length” (consecutive
number) of “0” or “1” bits. Then, the data is serialized and
transmitted using a single optical channel. The use of lim-
ited-run-length data encoding enables the optical receiver to
calculate the optimal signal threshold for received optical
signals using a simple resistance–capacitance (RC) filter cir-
cuit. Limited-run-length encoding is also required for proper
operation of clock recovery and deserializing functions in the
optical receiver. Any deviation from the optimal threshold level
(located midway between the maximum and minimum values
of the input signal) results in degradation of the channel’s
bit-error rate (BER).

The use of RC filtering to compute the signal threshold
requires thousands of bits to be transmitted before the link
becomes operational after power-on. This procedure, called
link synchronization, is normally part of the communication
protocol. It is necessary because the RC filter requires a long
time (relative to the bit period) to compute the correct threshold
value. Unfortunately, this means that VSR optical links cannot
be powered on quickly, prohibiting efficient power management
techniques, such as dynamically powering down unused links,
from being applied to parallel optical links.

This paper presents the design details and experimental
results for a parallel optical transceiver architecture that
supports fast individual-channel power-down and power-on
functions. A dynamic sleep transistor technique is used to turn
off transceiver circuits and optical devices during power-down.
Differential signaling (using two optical channels per signal)
enables self-thresholding and allows the transceiver to quickly
return from power-down to normal operation. In addition, lim-
ited-run-length encoding of optically transmitted signals is not
required for proper link operation. A 0.5- m complementary
metal–oxide–semiconductor (CMOS), 2-Gb/s, four-channel,
dc-coupled differential optical transceiver has been designed,
fabricated, and tested to serve as a vehicle for verifying the
proposed architecture. A free-space optical link system was
built to evaluate optical link performance. Experimental results
show power-down and power-on transition times to be within
a few nanoseconds. Crosstalk measurements show that these
transitions do not significantly impact the signal integrity of
adjacent active channels. To the authors’ best knowledge, this
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Fig. 1. Block diagram of one channel in a typical VSR optical link.

Fig. 2. Block diagram of a single-ended optical link.

Fig. 3. Block diagram of a differential optical link.

paper describes the fastest power-on and power-down transition
for optical links to date.

The remainder of this paper is organized as follows. Section II
reviews differential optical signaling. Section III provides the
theoretical background for powering down VCSEL devices.
Section IV describes the transceiver architecture and circuit
design. Section V details the free-space optical link system.
Section VI shows the experimental results, and the final section
provides conclusions.

II. DIFFERENTIAL VERSUS SINGLE-ENDED OPTICAL LINKS

As shown in Fig. 2, a single-ended optical link consists of one
VCSEL device, one optical channel, and one photodetector. At
the receiver, an RC-filter circuit is usually placed following the
transimpedance amplifier (TIA) to generate a threshold voltage
based on the input data. Peak BER performance for the link
is achieved when the threshold is set to the midpoint between
the logic ONE and ZERO levels. However, since the threshold
level is subject to the input data pattern, long streams of ONEs
or ZEROs cause a drooping effect on the RC circuit, which is
the threshold voltage drifting from its ideal middle value. To
counteract this effect, a large capacitor is used to make the RC
time constant long (relative to the bit period) so that the variation
from the ideal threshold voltage is acceptable for the desired
link BER. This results in a long wake-up time (microseconds
to milliseconds for gigabit signals) when the link is powered
on, and it requires balanced coding of the data to eliminate any
long streams of consecutive ONEs or ZEROs.

Fig. 4. Simulation of VCSEL turn-on delay. (a) Power-on from zero-bias
current. (b) Power-on from above the threshold current.

Fully differential optical links use two optical channels
to represent one signal. Fig. 3 shows a block diagram of
a transceiver circuit that uses differential optical links. It uses
two VCSEL devices at the transmitter, two optical channels,
and two photodetectors at the receiver. This concept was first
applied to free-space optical interconnect using symmetric
self-electrooptic-effect devices (S-SEED) [7]–[11]. There have
been reports of all-differential optical receiver for high-bit-rate
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Fig. 5. Block diagram of the IC architecture.

Fig. 6. Microphotograph of the transceiver IC.

Fig. 7. Schematic of the VCSEL driver circuit with sleep transistor connected
in the current path.

Fig. 8. Schematic of the differential VCSEL driver circuit.

synchronous optical network (SONET) systems [12] and for
multiple-quantum-well modulator transceivers [13]. Li and

Fig. 9. Binary DAC structure used to set bias and modulation current for
individual VCSEL. (b3,b2,b1,b0) are digital control signals.

Stone did a thorough study of differential optical links for
high-speed digital systems in [14]–[16]. Although a differential
optical link requires twice as many optical devices as a singled-
ended link, it has several advantages when used to interconnect
high-speed digital systems.

1) Differential links have good noise immunity. Compared
with single-ended transceiver circuits, differential links
have a higher common-mode noise rejection ratio
(CMRR).

2) Differential links generate less power supply noise be-
cause they draw constant current from the power supply.
Coupled with the previous item, this enables parallel op-
tical transceivers that use differential signaling to scale
to a large number of channels [17].

3) Differential links embed the threshold level in the comple-
mentary inputs, thus achieving self-thresholding without
the need for an RC-filter circuit. This simplifies the re-
ceiver design.

4) For the same reason as in 3), any type of data (either
dc-balanced or with long strings of ONEs or ZEROs) can
be transmitted on the differential link without encoding.
This reduces the latency and power consumption of the
link.

5) Since there is no RC-filter circuit needed at the receiver to
generate threshold voltage, differential links have almost
instant response to incoming data. This enables the link
to respond quickly to incoming data after being powered
down. This point will be further explored in the next
section.
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Fig. 10. Block diagram of one transmitter channel with power-on control.

Fig. 11. Block diagram of one-receiver channel receiver with power-on control.

III. VCSEL DEVICE POWER-DOWN

The VCSEL failure rate increases with increasing current
density [18]. Thus, powering down the VCSEL device during
idle periods not only saves power, but also extends VCSEL
lifetime.

There are two ways to power down the VCSEL: 1) turning
off the modulation current but keeping the threshold current or
2) completely turning off the current (i.e., zero-bias current).
To make a comparison between these two cases, we will now
examine a rate-equation-based thermal VCSEL model and sim-
ulate the VCSEL turn-on time for both cases [19].

Rate equations describe the time evolution of carrier and
photon densities in a laser cavity and are therefore well suited
for simulating transient effects. In their simplest form, they
consist of a pair of coupled nonlinear differential equations,
one for the carrier density and one for the photon density, as
shown in ((1a) and (1b)) [5]. In both cases, the rate of increase
in density is given by generation rates minus recombination
rates. In the photon density case (1b), the generation terms
derive from both the spontaneous and the stimulated carrier
recombination terms in the carrier density rate equation.

(1a)

(1b)

In these equations, is the injection efficiency, the fraction
of terminal current that provides carriers that recombine in the
active region; is the terminal current; is the electronic charge;

is the active region volume; is the spontaneous
recombination rate of carriers; is the nonradiative recombi-
nation rate; is the stimulated recombination rate of car-
riers, in which is the incremental optical gain in the active
material and is the group velocity in the axial direction of
the mode in question; is the three-dimensional mode confine-
ment factor; is the spontaneous emission factor; and is the
photo lifetime in the cavity. The injection efficiency accounts for
current that might be shunted around the active region as well
as recombination in the diode depletion region outside of the
active region.

Fig. 12. Schematic of the TIA.

Fig. 13. Microphotograph of the transceiver IC with two 1 � 4 OE devices
flip-chip attached at the center of the die.

Fig. 4(a) and (b) shows the simulation results of VCSEL
turn-on time (a) from a completely OFF state (zero bias) and (b)
from at-threshold current (2.5 mA), respectively.

In both cases, we see the ringing of the optical output. This
is due to the dynamic exchange of energy between the elec-
tron and photon population in the laser cavity during turn-on
[20]. Physically, turning on the laser creates an abrupt rise in
the electron population, which then causes a decrease in the
photon population as light is emitted. This is countered by an-
other buildup of electrons, which in turn causes another decrease
in the photon population, a process that repeats itself iteratively
until the number of photons reaches some steady-state value.
This phenomenon is most pronounced when the laser is acti-
vated very quickly from a completely OFF state to a state above
threshold.
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Fig. 14. Schematic of the main board with transmitter and receiver COBs.

Fig. 15. Schematic of the free-space optical system.

As can be seen from the figure, in (b), the turn-on time is
almost negligible, in the range of tens of picoseconds, whereas
in (a), there is about 250 ps of initial delay before there is any
optical output. This delay only happens when the VCSEL is
biased below threshold current and can be calculated by

(1c)

where is the peak pulse current [21].
Although the turn-on delay and related jitter are bigger for

(a), we implement it as one of the power-down options in our
circuit for several reasons.

1) For those VCSEL devices that have a large threshold cur-
rent, a great amount of power can be saved if the device
is powered down with zero bias.

2) From the system point of view, the turn-on delay from
zero bias is kept to the minimum by using differential
links. In some application, this delay, on the order of
nanoseconds, may be small enough to be negligible com-
pared with the latency introduced by the communication
protocol at the upper data link level.

3) Since it only occurs once, at the beginning of each string
of data, the power savings are worth the small initial
turn-on delay.

IV. TRANSCEIVER DESIGN

To verify the proposed architecture, a 2-Gb/s, four-channel,
dc-coupled differential optical transceiver has been designed
and fabricated in a 0.5- m ultrathin silicon-on-sapphire (UTSi)
(SoS) CMOS process.1 Figs. 5 and 6 show the block diagram
and photograph for the transceiver integrated circuit (IC). The
chip size is 5 1.5- mm with one transmitter channel occu-
pying 650 75- m and one receiver channel 740 77- m.

1Peregrine Semiconductor Corp., San Diego, CA, available online at
www.peregrine-semi.com

Fig. 16. View of the transceiver IC with OE arrays attached as seen by the
camera.

Fig. 17. Experimental setup for transmitter performance evaluation.

Although differential optical links are being used, the sizes of
transmitter and receiver circuits are almost identical to those
used in single-ended transceivers.

Since differential circuits are sensitive to device mismatch,
care was taken in the layout of the IC. A common-centroid
layout technique was used in differential pairs throughout the
design to minimize the effect of any threshold mismatches be-
tween devices. Dummy polysilicon gates were placed at the
edge of active areas to reduce any possible mismatch introduced
by the fabrication processing [22]. At the receiver, the dual TIAs
were laid out symmetrically and placed as close to each other
as possible. There are small digital controllable current sources
at the input of each TIA to compensate for any mismatch that
might exist. The remainder of this section details the design for
key circuit components of the transceiver.

A. Dynamic Sleep Transistor Technique

A dynamic sleep transistor technique is used in micropro-
cessors to turn off unused circuit blocks [23]. We use this
technique in our transceiver to implement power-down. A
metal–oxide–semiconductor field-effect transistor (MOSFET)
switch is inserted in the path of every current source in the
circuit to implement power-down/power-up. This MOSFET
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Fig. 18. Eye diagrams for the optical +output and�output of all four VCSEL drivers on one IC at 2.5 Gb/s (2 � 1 NRZ pseudorandom pulse pattern).

Fig. 19. Eye diagram of one VCSEL output at 3-Gb/s (2 � 1 NRZ
pseudorandom pulse pattern).

Fig. 20. Experimental setup for link performance measurement.

switch is typically large, designed to handle the current that
flows through the path with minimum voltage drop. As an
example, Fig. 7 shows the schematic of the VCSEL driver
circuit with sleep transistors inserted in the current path. The
encircled transistors are sleep transistors. When they are turned
on, current will flow through the circuit. When they are turned
off, the current is cut off, and this part of the circuit is powered
down.

Powering down one channel in an array where multiple
channels are sharing the same power supply and substrate can
produce severe switching noise on the power supply. All the
gate output nodes in the circuit that is powered down will
be discharged quickly during sleep mode. Significant current
spiking is observed at when the circuit is powered on
again. For one VCSEL device to switch from the completely

Fig. 21. Eye diagrams for CML electrical outputs for all four channels of
one IC running a complete parallel optical link at 2 Gb/s (2 � 1 NRZ
pseudorandom pulse pattern).

OFF state to transmitting signal “1”, the current demand from
the power supply and the current injection into the ground
potential changes from 0 to over a period
of time (rising time of the signal). For a current transient
of , increases by , while ground potential
decreases by where is the inductance of bonding
wire of the power supply. The total switching noise is linearly
proportional to the number of channels as well as the bonding
wire inductance and inversely proportional to the rise time of the
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Fig. 22. Complete optical link eye at 2.5 Gb/s (2 � 1 NRZ pseudorandom pulse pattern).

signal [15]. This could be a severe problem in conventional
single-ended architectures. However, the switching noise is
less of a problem for differential links because of their high
CMRR. A small amount of decoupling capacitance is effective
in eliminating the switching noise [15]. Another factor that
works into our advantage is that the sapphire substrate has
no parasitic bulk capacitance, thus adding minimum substrate
noise into our system.

B. VCSEL Driver Circuit

The VCSEL driver circuit was designed with a current
steering structure from a differential amplifier. Fig. 8 shows
the schematic of the VCSEL driver circuit where the VCSEL
devices are connected to both outputs of the differential am-
plifier. The modulation current is provided by the current
source and is steered through one of the two arms that is
connected to the VCSEL device, forming signal “1” or “0”. For
example, in the logic “1” state with high and low,

is steered through M1, causing a current of to the
VCSEL_N and a current of to the VCSEL_P.
The current steering nature of the driver allows the total current
drawn from the power supply to remain nominally constant at

at all times. Since large optoelectronic (OE)
arrays tend to have nonuniform characteristics, it is useful to be
able to individually adjust the modulation and bias currents of
each channel. This is done using the binary-weighted current
digital-to-analog converter (DAC) structure shown in Fig. 9,
allowing for individual digital adjustment of each VCSEL
modulation and bias current. In our circuit, both the bias current
and modulation current can be set in the range of 0–6.75 mA.

The transmitter is designed for a current-mode logic (CML)
electrical input. Multiple stages of differential amplifiers are
placed before the VCSEL driver to amplify the off-chip CML
input signal. Fig. 10 shows the block diagram for one channel
of the transmitter. To implement power-down, a digital signal
(called TX_POWER_ON) is connected to the gates of the sleep
transistors present in every stage of the transmitter. There are in-
dividual TX_POWER_ON control signals for each transmitter
channel in the IC.

C. Receiver Circuit

The receiver consists of two photodetectors, two TIAs, and
three stages of differential amplifiers, followed by a buffer stage
and a CML output driver (see Fig. 11). The TIA, shown in

Fig. 23. Complete optical link eye at 3 Gb/s (2 � 1 NRZ pseudorandom
pulse pattern).

Fig. 24. (a) Eye diagram of VCSEL output at 2.5 Gb/s measured in a normal
scenario, with all other transmitter channels being powered on and transmitting
data at a gigabit data rate. (b) Eye diagram of VCSEL output at 2.5 Gb/s
measured in the worst-case scenario, with all other transmitter channels being
simultaneously powered on and off.

Fig. 12, is an inverter-based TIA with digital controllable re-
sistance feedback (made with NFETs), allowing different gain
settings at the receiver (minimum, medium, or maximum).

Similar to the transmitter, a digital signal (called
RX_POWER_ON) is connected to the sleep transistors at
every stage of the receiver to implement power-down capa-
bility. There are individual RX_POWER_ON signals for each
receiver channel in the IC.
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Fig. 25. (a) Eye diagram of receiver output at 2 Gb/s measured in a normal scenario, with all other transmitter and receiver channels being powered on and
transmitting data at a gigabit rate. (b) Eye diagram of receiver output at 2 Gb/s measured in the worst-case scenario, with all other transmitter and receivers
channels being simultaneously powered on and off (2 � 1 NRZ pseudorandom pulse pattern).

V. SYSTEM INTEGRATION

OE devices were attached to the transceiver IC, and a free-
space optical link system was constructed to evaluate the trans-
ceiver performance. This section describes this system.

A. Optoelectronic Devices

Two 1 4 VCSEL arrays or two 1 4 p-i-n photodetector
arrays2 can alternatively be flip-chip bonded to our transceiver
chip, forming four differential optical links. The VCSEL array
operates at 850 nm with a threshold current in the range of 0.5
1 mA. The differential resistance at 4 8 mA is 50 , and the
slope efficiency is 0.45 mW/mA. The die size of the VCSEL
array is of 1.2 0.45 mm with 250- m pitch between each
channel. The gallium arsenide (GaAs) p-i-n photodiode array
operates with a responsivity of 0.5 A/W at 850 nm. The size of
the array is 1.055 0.45 mm, and the pitch between devices is
also 250 m.

B. Integration Technology

The optical characteristics of the SoS process allow flip-chip
integration of VCSELs and photodetectors directly onto the
UTSi substrate. The active VCSEL apertures are bonded
face-down on the SoS chip with the optical signals passing
through the substrate. This allows low parasitic connections
to the OE devices in a very simple physical package. Fig. 13
shows the microphotograph of the chip with two 1 4 OE
arrays flip-chip bonded to it.

C. Electronic System Design

To test the operation of the IC, we built a printed circuit board
(PCB) main board and two chip-on-board (COB) carrier boards,
one for the transmitter and one for the receiver. The transceiver
ICs with OE arrays attached were wire bonded to the carrier
boards. A small rectangular section of the carrier board under
the IC was removed to allow optical access to the OE arrays.
The carrier boards were then mounted to the main board with
high-speed surface-mount connectors. The distance between the
carrier boards on the main board is about 76.2 mm. Fig. 14
shows a schematic of the test-bed system.

2EMCore Corp., Somerset, NJ, available online at www.emcore.com

Fig. 26. (a) Link eye diagram measured at 2 Gb/s after being running for
11 h in a normal scenario, with all the other transceiver channels turned on and
transmitting data at a gigabit rate (2 � 1 NRZ pseudorandom pulse pattern
was used). (b) Link eye diagram measured at 2 Gb/s after being running for 11 h
in the worst-case scenario, with all the other transceiver channels repeatedly and
simultaneously powered on and off (2 � 1 NRZ pseudorandom pulse pattern
was used).
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Fig. 27. Transmitter power-on time measurement at 1.5 Gb/s. This is a complete optical link measurement.

Fig. 28. Transmitter “power-on” eye diagram measurement at 1.5 Gb/s
(2 � 1 NRZ pseudorandom pulse pattern). This measures the optical output
of the transmitter powered on from zero bias.

The main board is an 8 8-in ten-layer FR4 board. A Xilinx
Virtex II Pro FPGA3 was placed in the center of the main board
and was programmed to generate multiple channels of serial
data streams at gigabit rate and control logic for the test of the
transceiver ICs.

D. Optical System Design

The transmitter and receiver were interconnected using the
free-space optical setup shown in Fig. 15. The optical intercon-
nect was performed using two high-resolution seven-element
f-2.8 lenses from Universe Kogaku in an infinite conjugate ratio
imaging system. Placed at one focal length from the VCSEL
array, the first lens collimated the VCSEL beams, while the

3Xilinx Corp., San Jose, CA available online at www.xilinx.com

second lens re-imaged them onto the detector array. Since the
optical system was approximately paraxial and the distance
between the transmitter and receiver is short, the optical path
length (OPL) for each channel is almost identical, and the
skew between the different channels is very slight.

The optical system was designed to permit a reflective neutral
density filter to be placed between the lenses in order to allow
the alignment of the lenses with a camera. Using a color camera
that was not sensitive to infrared allowed us to observe the inci-
dent beam spots without the problem of charge-coupled device
(CCD) blooming because, although the VCSELs peak in the in-
frared, they have a small percentage of visible spectral content
in the red. Fig. 16 shows a view of the transceiver IC with OE
detector arrays as seen by the camera. The spots are not in sharp
focus in the picture because, due to the small chromatic focal
shift of the lenses, the VCSELs had to be shifted slightly out
of focus in the visible red in order to be at optimal focus in the
infrared.

VI. EXPERIMENTAL RESULTS

A. Transmitter Performance

Fig. 17 shows the experimental setup for transmitter perfor-
mance measurement. A pseudorandom data sequence [
nonreturn-to-zero (NRZ) pulse pattern] was generated from the
pattern generator and sent to the transmitter. The optical output
of the transmitter was captured by a fiber with a commercial
10-G OE transducer connected to the oscilloscope.

Fig. 18 shows the eye diagrams of the optical +output and
output from the VCSEL driver measured for all four trans-

mitted channels of one IC at 2.5 Gb/s. In this measurement,
the VCSEL modulation current was set at 3.6 mA, and the bias
current at 1 mA, just above the device threshold current. Some
transmitter channels were able to operate at 3 Gb/s, as shown in
Fig. 19.
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Fig. 29. Transmitter power-down time measurement at 1.5 Gb/s. This is a complete optical link measurement.

Fig. 30. Transmitter “power-down” eye diagram measurement at 1.5 Gb/s
(2 � 1 NRZ pseudorandom pulse pattern). This measures the optical output
of the transmitter.

B. Link Performance

To test the complete link performance (transmitter, optical
link, and receiver), a NRZ pulse sequence is generated
by a pattern generator and sent to the transmitter. Optical output
from the transmitter then goes through the free-space link and
is incident on the photodetector in the receiver, which converts
the optical signal back to electrical CML format. Fig. 20 shows
the experimental setup for the link performance measurement.

Eye diagrams were measured at the receiver CML output.
Fig. 21 shows the eye diagrams measured for all four channels
of a transceiver IC at data rate of 2 Gb/s.

Some links were capable of running at 2.5 and 3 Gb/s, as
shown in Figs. 22 and 23.

C. Crosstalk Measurements

It would be catastrophic if fast power-on and power-down
of the individual channels degraded the signal integrity of ad-
jacent active channels. This can occur because cycling power
generates on-chip switching noise. Experimental results show
that differential links have an excellent common noise rejection
ratio, helping active channels operate properly when adjacent
channels change power state. Eye diagram and BER measure-
ment were performed for the worst-case scenario where one
channel was set up to continuously transmit data while all the

other transceiver channels were repeatedly and simultaneously
being powered on and off. Fig. 24(a) shows the eye diagram
of the VCSEL output of this channel at 2.5 Gb/s with all the
other channels in the normal operation states, i.e., transmitting
data at 1.5 Gb/s generated by the Virtex II Pro FPGA. As a
comparison, Fig. 24(b) shows the eye diagram measured on the
same channel, but with all other channels being powered on
and off (worst-case scenario). The POWER_ON control signal
used for these channels are square waves with a frequency
of 500 KHz. This makes the duration of power-on/power-off
time to be 1 s, allowing for transient effects to settle in both
the on and off states.

Fig. 25 shows the receiver (link) eye diagrams for this channel
(a) with other channels being in the normal operation states and
(b) in the worst-case scenario with all the transmitter and re-
ceiver being powered on and off.

D. Link Performance for Continuous Operation

The link was operated at 2 Gb/s for 11 h continuously without
any errors, achieving a BER of 10E-14. The link was also op-
erated under the worst-case scenario at 2 Gb/s for 11 h without
any errors. Fig. 26(a) and (b) shows the measured eye diagram
after continuous operation for each case.

E. Transmitter Power-On and Power-Down Time Measurement

As mentioned in Section IV, the TX_POWER_ON control
signal is connected to every stage of the transmitter. Thus, the
system power-on time at the transmitter includes two parts:
1) the power-on time of the circuit stages and 2) the VCSEL
device turn-on time.

The transmitter power-on time was measured as the delay be-
tween the rising edge of the TX_POWER_ON control signal
and the rising edge of first optical pulse at the receiver. The
nearest externally measurable point for TX_POWER_ON is at
the connector through which the COB is mounted on the main
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Fig. 31. Transmitter power-on time measurement scheme.

board. Shown in Fig. 17, the VCSEL optical output was cap-
tured by a fiber with an OE transducer. Fig. 27 shows the snap-
shot of these two signals on the scope, and the power-on time
is measured to be about 16 ns. Obviously, this delay includes
the flight time of the light through the fiber (2-m long), which
accounts for approximately 10 ns. It is reasonable, therefore, to
conclude that the power-on time is around 6 ns.

The transmitter is powered on and down by the
TX_POWER_ON signal, which is a square wave with fre-
quency of 500 KHz. A “power-on” eye diagram of the VCSEL
output from zero bias was generated using TX_POWER_ON
as the trigger signal (see Fig. 28). From the eye diagram, it is
safe to say that the VCSEL output data starts to have good
margin within three to four bit periods.

Likewise, the transmitter power-down time was measured as
the delay between the falling edge of the TX_POWER_ON con-
trol signal and the falling edge of the last optical data output.
Fig. 29 shows these two signals captured on the scope. The
power-down time is measured to be about 15 ns, including the
flight time of the light through the fiber ( 10 ns). Using the
same technique in the “power-on” eye diagram measurement,
the transmitter “power-down” eye diagram was measured using
TX_POWER_ON as the trigger signal. This is shown in Fig. 30.
This plot shows that the transmitter stops transmitting in three
to four bit periods.

To make a more accurate measurement of the transmitter
power-on time from zero bias without having to estimate
the propagation delay through the fiber, we constructed a
two-channel measurement setup shown in Fig. 31.

The measurement scheme works as follows. normal
high-speed data is sent on channel 1, which is powered on
and off by a 500-KHz square-wave signal PWR_ON_1. The
same PWR_ON_1 signal is sent as the data input to channel
2, which is always powered on. Assuming the two transmitter
channels, their optical links, and their receiver channels are
identical (e.g., minimal skew), then the data inputs on both
channels go through same propagation delays which cancel each
other out except for the transmitter power-on time on channel
1 since channel 1 is powered on/off by the PWR_ON_1 signal.
Thus, the time delay between the two outputs gives us the
transmitter power-on time. However, the data inputs of channel
2 and the control signal PWR_ON_1 on channel 1, although
driven by the same waveform, go though different-length PCB
traces on the main board before they arrive at the connector of
the COB. Thus, this delay has to be measured and subtracted
from to give a more accurate measurement of the transmitter
power on time.

In our experimental setup, was measured to be 5.8 ns, and
was measured to be 1.6 ns (repeatable). This gives us a system

power-on time of 4.2 ns.
To examine further, the 4.2-ns power-on time includes the

VCSEL turn-on delay from zero bias and the VCSEL driver
circuit delay from the assertion of TX_POWER_ON signal to
the moment when there is at least threshold current coming
out of the driver circuit. Simulation results tell us that the
circuit delay is about 3.2 ns. Subtracting 3.2 from 4.2 ns, the
real VCSEL turn-on delay is about 1 ns (given the resolution
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Fig. 32. Receiver power-on time measurement at 1.5 Gb/s. This is a complete optical link measurement. The top two traces show the positive and negative
electrical CML output, while the bottom trace shows the RX_POWER_ON control signal.

of the measurement equipment), which is roughly on the same
order of those reported for commercial VCSEL devices.

F. Receiver Power-On and Power-Down Time Measurement

The RX_POWER_ON signal is connected in every compo-
nent of the receiver except the p-i-n photodetector, as shown
in Fig. 11. We measured the delay between the rising edge of
the RX_POWER_ON signal and the rising edge of the first
receiver output as the receiver power-on time. The time was
measured to be less than 2 ns, as shown in Fig. 32. Fig. 33
shows the receiver “power-on” eye diagram measured with
a periodical RX_POWER_ON as the trigger signal. The plot
shows that the receiver becomes fully operational within two
to three bit periods after it is powered on.

Likewise, the receiver power-down time was measured as the
time from the deassertion of the RX_POWER_ON signal to zero
current output at the receiver. Fig. 34 shows the power-down
time to be about 1 ns. The receiver “power-down” eye, measured
in Fig. 35, shows that the receiver powers down almost instantly,
within one bit period.

G. Power Consumption of the Transceiver

Table I below lists the power consumption for one channel of
the transmitter and receiver at a data rate of 2 Gb/s. The bias
current and modulation current for the VCSEL were set at 1
and 3.6 mA, respectively. The TIA of the receiver was set with
minimum gain.

Fig. 33. Receiver “power-on” eye diagram measurement at 1.5 Gb/s (2 � 1

NRZ pseudorandom pulse pattern). Also shown is the digital power-on signal
waveform.

VII. CONCLUSION

A novel gigabit parallel optical transceiver with fast power-on
and power-down capability has been designed, fabricated, and
tested. Experimental results have shown that an optical link
using this transceiver is able to power-down and/or power-on
within a few nanoseconds. This time is many orders of mag-
nitude smaller than that possible with conventional parallel
optical transceivers. Differential optical signaling provides
self-thresholding capability and makes the fast power-down
and power-on capability feasible in parallel optical links,
especially where a large number of channels are employed.
It is believed that the optical transceiver design introduced in
this paper enables a power-efficient operation that is becoming
increasingly important in high-speed digital systems.
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Fig. 34. Receiver power-down time measurement at 1.5 Gb/s. This is a complete optical link measurement. The top two traces show the CML +output and
�output, while the bottom trace shows the RX_POWER_ON control signal.

TABLE I
POWER CONSUMPTION OF ONE CHANNEL OF TRANSMITTER AND RECEIVER @ 2 Gb/s

Fig. 35. Receiver “power-down” eye diagram measurement at 1.5-Gb/s
(2 � 1 NRZ pseudo random pulse pattern). Also shown is the digital
RX_POWER_ON signal waveform.
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