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Studies on Jacobi—Davidson, Rayleigh quotient iteration, inverse
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SUMMARY

We study Davidson-type subspace eigensolvers. Correction equations of Jacobi—Davidson and several other
schemes are reviewed. New correction equations are derived. A general correction equation is constructed,
existing correction equations may be considered as special cases of this general equation. The main theme
of this study is to identify the essential common ingredient that leads to the efficiency of a diverse form
of Davidson-type methods. We emphasize the importance of the approximate Rayleigh-quotient-iteration
direction. Copyright © 2006 John Wiley & Sons, Ltd.
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1. INTRODUCTION

We study Davidson-type subspace methods for the standard eigenvalue problem
Ax = /Ax )

where A is an n X n matrix, 4 is the eigenvalue and x is the corresponding eigenvector. Eigenvalue
problem (1) is central to many scientific applications. Several excellent monographs [1-8] contain
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622 Y. ZHOU

in-depth discussions on properties and algorithms for eigenvalue problems, together with many
sources from science and engineering applications.

Krylov subspace methods constitute a major group of methods for (1). They include the Arnoldi
method [9], the Lanczos method [10], and their important variants: the implicit restart Arnoldi
method [11], the rational Krylov method [12, 13] and the Krylov—Schur method [14]. In contrast,
Davidson-type subspace methods are not restricted to Krylov structures. They include the Davidson
method [15], several generalizations [16—18], and the Jacobi-Davidson method [19-22].

A key advantage of a subspace method over a single vector update approach is that the con-
vergence may be more robust and faster. For a symmetric eigenvalue problem the reason is easy
to see since Vf : R" — R (e.g. f is the Rayleigh-quotient), minges, f(X)< minges, f(x) for
S, € 81 C R™.This is often called the subspace acceleration.

In this paper, we study mainly the Davidson-type subspace methods for (1). Within each step of
a Davidson-type method, a standard Rayleigh—Ritz procedure is usually applied. It is known that
exterior eigenvalues are approximated more efficiently than interior ones by Davidson-type methods
with standard Rayleigh—Ritz procedures. For approximation of interior eigenvalues, the harmonic
Rayleigh—Ritz procedure [19] may be used. Harmonic Rayleigh—Ritz is related to shift-invert but
its clever formulation avoids matrix inversion, hence it can be more favourable for large problems.

In large-scale eigenvalue computation, solving correction equations inexactly via (precondi-
tioned) iterative methods is a crucial part for most of the fast eigensolvers. It is known (e.g.
References [19-21, 23]) that when suitable correction equations are found, preconditioned formu-
lations can be obtained by modifying the correction equations. Hence, the focus of this paper is
to study different correction equations. We wish to identify the essential ingredient that a diverse
form of correction equations share which leads to a fast Davidson-type eigensolver.

Some notations: Throughout this paper we use boldface letters for matrices and vectors. The
upper script ()* denotes the transpose ()T in the real case, and the conjugate transpose () in the
complex case. And we use u to denote Ritz values.

2. DAVIDSON-TYPE SUBSPACE EIGENSOLVER

Before getting into details we present in Algorithm 2.1 the framework of a Davidson-type subspace
method for (1), where for simplicity we only compute one eigenpair that best satisfies a selection
criterion. The criterion may be largest/smallest real part (LR/SR), imaginary part (LI/SI), or
magnitude (LM/SM); or that the eigenvalue is closest to a given value.

For large eigenproblems restart is necessary because of memory constraint. Moreover, effective
restart can refine the starting vector, which is important for the convergence rate of a subspace
eigensolver. The implicit restart Arnoldi IRA) [11] provides an efficient restart strategy for Krylov-
type subspace methods. The Krylov—Schur method [14] is mathematically equivalent to IRA but
uses Schur vectors for restart. Restart for Davidson-type methods are addressed in, e.g. References
[21,24]. All the restart techniques try to retain as much useful information that have been accu-
mulated in the current basis vectors as possible. As for Algorithm 2.1, the restart corresponds to
computing the Schur decomposition of the Rayleigh quotient matrix: H;;1Y = YS (at step 5(e)
when j = m), where the upper triangular form S is ordered s.t. the first k¥ diagonal elements best
approximate the wanted eigenvalues. Then the algorithm restarts from

Vi =Vt YC, 11 k), Wi=WuiYCG 1:k), He=S:k 1:k)
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ON JACOBI-DAVIDSON, RQI, IIGD AND NEWTON UPDATES 623

It is often useful to do deflation when more eigenpairs are sought. Deflation means fixing converged
wanted Schur vectors; the active subspace basis is forced to be orthogonal to these Schur vectors.
For more detailed discussions on deflation, we refer to standard books, e.g. References [4, 6, 7].

Algorithm 2.1: Framework of subspace methods for the eigenvalue problem (1).

Start with an initial unit vector X, Vi = [X].

Compute w = Ax, W = [w].

Compute 1 = x*w, r = w — ux; let Hy = [u].

If x| <= ¢, return (u, X) as the eigenpair; else, set k| = 1.
Outer Loop: for j = ki, ki1 +1,...,m do

Al e

(a) | Call specific subspace method to construct an augmentation vector t.

(b) Orthonormalize t against Vj to get a unit vector V.
(c) Compute w=Av; V1 =[V; V], W; 1 =[W;|w]

Hj V;kw:|

(d) Compute Hj = |:
VW, v'w
(e) Compute the eigenpair (u,y) (|lyll = 1) of Hj1 that best satisfies the selection criterion.
Set B = the largest magnitude of eigenvalues of Hj 1.
(f) Compute the Ritz vector X =V 1y
and the residual vector r = AX — ux = W1y — ux.

(g) Test for convergence: if ||r|| <= &f, return (u, X) as the eigenpair.

6. Restart, set ki =k, go to step 5.

One important numerical step is the orthogonalization at step 5(b). A common choice is the
modified Gram—Schmidt (MGS) method. MGS is in practice much more stable than Gram—Schmidt
(GS), but the orthogonality of the basis constructed by MGS depends on the condition number
of the original set of vectors. The other problem is that MGS cannot be expressed by Level-
2 BLAS, hence parallel implementation needs more communication [1,25]. Another choice for
orthogonalization is the DGKS method [26]. DGKS can be implemented more efficiently in parallel
because DGKS is actually GS with reorthogonalization when necessary. As a referee pointed out,
DGKS is preferred over MGS for eigenproblem also because that for a preconditioned eigensolver
where linear systems are solved by GMRES, MGS for GMRES may fail to be stable when the
residual is small.

What distinguishes each subspace method is the vector augmentation at step 5(a). When iterative
methods (e.g. GMRES [27], BICGSTAB [28]) are used to solve for the augmentation vector, step
5(a) necessarily contains the inner iteration of the subspace methods.

The (generalized) Davidson method [15—-17] constructs t as follows.

5(a) Construct a preconditioner M ;; solve for t from:

M; — p;Dt=—r 2)
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For notational simplicity, we omit the subindex of any Ritz pairs (u i X ;) wherever there is no
confusion, and use x to denote the normalized Ritz vector.

In the original paper [15], Davidson derived this formulation by taking the derivative of the
Rayleigh quotient

Z*Az

Q(z) =

” vz # 0 (3)
VAV

at x, varying only the ith component of x (denoted as X(;)) each time:

00 (x)
aX(i)

=0, i=1,2,...,n “4)
X(,‘)+5X(,-)

From (4) we get 0x(;) = (1 — aii) " (Ax — ux) ). Hence, M; = diag(A) is proposed in Reference
[15]. In Reference [29] Davidson related this formulation to the Newton method. It was observed
that the convergence rate is related to how well the diagonal matrix diag(A) approximates A. For
example, if A is diagonally dominant (in eigenvalue problems, diagonal dominance means that
the off-diagonal elements are small compared with the changes in magnitude between diagonal
elements [8, 16, 18]), then the Davidson method converges very fast. Hence, the diagonal matrix
(diag(A) — uI) was considered as a straightforward preconditioner to A — pl. The main advantage
of a diagonal preconditioner is that the preconditioned system (which is diagonal) is trivial to solve,
but it requires A to be diagonally dominant. More sophisticated preconditioners than the diagonal
matrix have been tried [16, 17], leading to the so-called generalized Davidson method. As has
been pointed out (e.g. in References [16, 19]), the preconditioner interpretation does not explain
the improved convergence rate well since the exact preconditioner (A — uI)~! leads to stagnation
((A — uI)~'r is x, which lies in the original projection subspace).

The Jacobi—Davidson method [19] is an important advance for Davidson-type subspace methods.
Jacobi—Davidson solves the following projected equation.

5(a) Solve (approximately) for t s.t. t L x and

I —xx")(A — uD) — xx*)t = —r 5)

Usually, (5) is solved inexactly by iterative methods. The matrix (I — xx*)(A — pul)(I — xx*)
is always singular on C", but not on x*, therefore this singularity poses no essential difficulty to
iterative methods for (5).

An equivalent formulation to (5) (see Reference [19, Section 4]) is the following inverse iteration
generalized Davidson (IIGD) method [30].

5(a) Solve (approximately)

A—uDt;=r and (A —uDt; =x

x*t)
then set t = —t; + ttp, where 1 =

6
X (6)
The 7 is set to ensure t L x. From (6) it is clear that the expansion vector t contains information in
both directions (A — uI)~'r and (A — uI)~'x. In the original paper [30] the authors dealt with a
huge problem at that time and they could not afford the subspace approach; hence, they ended up
using single vector updating approach in their program (this is also pointed out in Reference [7]).

Copyright © 2006 John Wiley & Sons, Ltd. Numer. Linear Algebra Appl. 2006; 13:621-642
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A major advantage of Davidson-type subspace methods is that the correction equations allow
approximate solutions, hence they can be solved by existing iterative methods; preconditioners
may be incorporated. In contrast, shift-invert Arnoldi-type methods generally require rather accurate
system-solves, which presents difficulty for preconditioned iterative linear solvers. One main reason
for the different accuracy requirement is that, in an Arnoldi-type method, the residual vector at each
iteration is computed as a by-product of the Arnoldi decomposition, it needs high accuracy in order
to keep the Arnoldi structure; while a Davidson-type method performs the Rayleigh—Ritz procedure
and computes a new residual vector (r = Ax — ux) at each iteration step. The extra work frees
a Davidson-type method from the need to solve its correction equations accurately.

3. CORRECTION EQUATIONS BASED ON NEWTON UPDATES

The locally fast convergence property of the (single vector) Newton method is an attractive feature
for designing fast algorithms. In References [30, 31] it was argued that Jacobi-Davidson and IIGD
are (inexact) Newton—Raphson methods. The generalized Rayleigh quotient Q(z,y) := z*Ay/z*y
was used in Reference [31] to establish the argument. Reference [32] also contains discussions on
Jacobi—Davidson method as subspace accelerated Newton method.

In this section we derive a Newton update straightforwardly from the standard Rayleigh quotient
(3), discuss its several disadvantages. We then review several more efficient correction equations
based on applying the Newton method to transformed formulations of (1). Note that because of the
normalization, the Newton updates discussed here are not Newton method in the strict sense. This
is pointed out in Reference [33].

Throughout this section we assume A is real and symmetric. The gradient of the Rayleigh
quotient (3) is

v _ 2Az  22"Azz 2 A 7
Q(z)_E_W_E( z— Q(2)z) (N
The Hessian of (3) is
V20(z) = %(A — 0@ — (Azz" + 22" AT — 20(2)zz") (8)
21z (zT2)?

The AT comes from expressing VQ(z)T straightforwardly. Let z be the normalized Ritz vector x
and denote u = Q(x), then (8) becomes

V20(x) = 2(A — ul) — 4(Axx" + xx'AT — 2uxxT) )

We note that the formula of the Hessian for a more general Rayleigh-quotient z' Az/z" Mz may be
found in Reference [34].

By the assumption A =AT, also note that r = Ax — yux, we may simplify the three correction
terms in (9) into two terms:

Axx’ +xxTAT — 2uxxT =rx!| +xr! (10)
So the Newton equation VZQ((x)t= — VQ(x) becomes,

(A—pI—20x" +xrH)t= —r (11)

Copyright © 2006 John Wiley & Sons, Ltd. Numer. Linear Algebra Appl. 2006; 13:621-642
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Since A =AT, Equation (11) is equivalent to
(I —2xx")(A — uDA - 2xxHt= —r (12)

From (12) it is clear that the Hessian is singular when u is an eigenvalue. Recall that one of the
standard conditions for a Newton method applied to f(x) =0 to have quadratic convergence rate is
that V f is non-singular at the solution? [35, 36]; hence, (11) and (12) are not very exciting Newton
formulations. A more serious problem is that —x is the only solution of (11) or (12) when u is
not an eigenvalue of A. Therefore, (11) or (12) has the same stagnation problem associated with
the Davidson method (2) using M; = A. We present (11) and (12) mainly to show that it can be
misleading to assume that a formulation derived by a Newton method always has at least quadratic
convergence rate. The standard conditions for a quadratic rate should be taken into account when
determining the rate of a Newton formulation.

Another shortcoming about the above derivation based on the standard Rayleigh-quotient (3) is
the condition A = AT. Note also that the derivatives in (7) and (8) are w.r.t. z, but there are n + 1
unknowns (z, w); the extra unknown u is fixed as Q(z).

Note that essentially we want the residual to be zero. A much better approach, as taken in
References [20, 33, 37], is to apply Newton method to

Faopee | ] (13)
X, = e
g —%XTX + % 0

This avoids the A =AT constraint, and the natural normalization condition x'x =1 makes (13)
n 4 1 equations for n 4+ 1 unknowns (X, p). It is straightforward to verify that the Newton equation

w.r.t. (x, p) for (13) is
A—pul —x7[t -r
= (14)
N NEN

A—pul —x
—x! 0
is generally non-singular, even when (y, X) is a simple eigenpair of A. The non-singularity was
proved in [33]. Therefore, the Newton formulation (14) for (13) has quadratic convergence rate.
Actually, the design of Jacobi—Davidson [19] exploits this non-singularity, since (5) is equivalent
to (14).

In Reference [37] two other interesting updates are presented. The first one is the constrained
Newton recurrence obtained by applying Newton method to

The Jacobian matrix

AX — xx'Ax=0 (15)
tA simple example in the one-dimensional case is f(s)=s" for any integer n>1, Newton method applied to this
f(s)=0 is only linearly convergent because f’(0)=0.

Copyright © 2006 John Wiley & Sons, Ltd. Numer. Linear Algebra Appl. 2006; 13:621-642
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The Newton equation for (15) is
[A—ul—xx'(A+AD]t= —r (16)
The second update is the following:
[A—pl+oxx'Jt= —r (17)

It is based not on Newton method but instead on a heuristic. Nevertheless, it is called the inflated
Newton recurrence in Reference [37], The value o« =1 is used in Reference [37] for the numerical
tests, while in Reference [38] different values of o are tested and no significant difference is
observed.

What seems tricky is when u is an eigenvalue of A with geometric multiplicity greater than
one. In this case the matrices in (14) and (16) (and also (17)) are singular, hence one of the stan-
dard conditions for Newton method to have quadratic convergence rate is not satisfied. Therefore,
the quadratic convergence rate for (14) and (16) may not be established by simply referring to
the Newton method. We will address this in the next section. It turns out that the Rayleigh quo-
tient iteration, whose convergence rate is not affected by eigenvalue multiplicity, will resolve this
unfavourable case nicely.

4. UNIFICATION BY RAYLEIGH QUOTIENT ITERATION AND A GENERALIZATION

In this section we unify the Jacobi—Davidson (JD), IIGD and methods (14), (16) and (17) in
Section 3 by the Rayleigh quotient iteration (RQI). A general formulation that captures the essence
of all these correction equations is presented.

It is well-known that RQI is cubically convergent for normal matrices and quadratically con-
vergent for non-normal matrices [39]. The convergence rate is independent of the eigenvalue
multiplicity [5, p. 78]. Extensive studies on RQI may be found, e.g. in References [5,7,39-42]
and references therein.

Note that the subspace method with updating Equations (5), (6), (11) and (12) are special cases
of the following (18).

5(a) Solve (approximately) the following equation for t:

(I — oxx*)(A — uDt= —r (18)

where o is a suitable non-zero constant.
To discuss the validity of (18), we first establish the following result.

Proposition 4.1

Let the initial unit vector be the same x, assuming that u is not an eigenvalue of A and that
x*(A — uDt#0. Then the subspace method via (18) produces a subspace that includes the
(approximate) RQI direction during the next iteration.

Proof
It is well known that the RQI direction is

xg=(A — uD7'x (19)
Copyright © 2006 John Wiley & Sons, Ltd. Numer. Linear Algebra Appl. 2006; 13:621-642
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(Note that when the inverse is done via approximate solve, we get an approximate direction. For
simplicity of notation, we do not use extra symbols for the approximate solves and approximate
directions throughout.) Equation (18) can be written as

(A—uDt= —r+7nx (20)

From the assumption x*(A — ul)t 20 and o« #0, we see n #0. Equation (20) is essentially the
IIGD equation (6). From (20)

t=A— )7 'r+nA — D 'x= — x+ nxp 1)

Note that x is in the original projection subspace, say, V ;. Therefore, the RQI direction xg will
be included in the augmented projection subspace V1 when 5(b) and 5(c) are performed in
Algorithm 2.1. U

This proposition shows that, under the specified conditions, the subspace method with (18) is
able to retain the RQI direction. But under what condition does x*(A — ul)t #0 hold true for a
solution t of (18)? The following lemma answers this question.

Lemma 4.1
In exact arithmetic, any solution t of (18) satisfies x*(A — ul)t=0 if o # 1.

Proof

Since o # 1, it is easy to show that (I — axx*) is invertible and has an eigenvector x which
corresponds to the eigenvalue 1 — o, the other eigenvalues are all 1’s. The eigendecomposition of
(I — oexx*) can be written as

1—«

I —oaxx*)=U . U* (22)

where U=[x, up, ..., u,], UU=I (note ||x||=1).
Together with the known condition x*r =0, (18) and (22) lead to

1 n
(A — uDt= 1 X'r+ ) x*wjur)=0 O
- i=2

A much simpler proof is to multiply (18) on the left by x* to get
(1 —a)x*(A — ut=0 (23)
Under the condition that u is not an eigenvalue of A (as in Proposition 4.1), we see that the
matrix (I — axx*)(A — ul) is non-singular if o # 1. In this case (18) has only one solution, which

is readily verified to be —x. However, this means that (18) with o # 1 has the same stagnation

Copyright © 2006 John Wiley & Sons, Ltd. Numer. Linear Algebra Appl. 2006; 13:621-642
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ON JACOBI-DAVIDSON, RQI, IIGD AND NEWTON UPDATES 629

problem associated with the exact preconditioned Davidson method. Therefore, Lemma 4.1 reveals
that «=1 (JD [19]) is the only viable choice for the class of methods in (18) to retain the RQI
direction.

The proof of Proposition 4.1 shows that the essence is to make the coefficient of xz non-zero.
But Lemma 4.1 means that (18) does not generalize much over JD, except that if t is a solution of
(5), then t= (I — xx*)t is a solution of (18) for a=1.

To really generalize the formulation so that o is not restricted only to 1, we first construct the
following:

I—oaxz*)(A —uDt= —r (24)

where z represents one of certain suitable unit vectors. It is not hard to see a more general formu-
lation, which we express in the following as one step of Algorithm 2.1.
5(a) Solve (approximately) for t from

(A—pul —axy t= —r (25)

where y is a given suitable vector and o is a suitable non-zero constant.

Clearly, one can absorb « into y, or keep a but make y of unit length. We do not make this
distinction since it is non-essential. Note that (24) is a special case of (25) when y is in the direction
of (A* — uI)z. So we focus discussion on (25).

The following result establishes what kind of a given y can be suitable (in the sense that xp is
retained in the subspace generated by Algorithm 2.1).

Theorem 4.1
Assuming that y is not an eigenvalue of A. If y and a non-zero scalar o satisfy

ay*(A— D)7 'x#1 and y*x#0 (26)
then Algorithm 2.1 via (25) produces a subspace that includes the (approximate) RQI direction.

Proof
By assumption (A — ul) is non-singular. Define

1
o:=y"A—uD) 'x— ” (27)

The first part of (26) leads to o # 0. Therefore, by the Sherman—Morrison formula [35, p. 188],
(A — pl — o xy*) is non-singular and its inverse is

1 —1 % —1
I—E(A—ul) xy" | (A —puD)
Note that x= (A — ,uI)_lr and xg = (A — uI)~!x, we see that the unique solution to (25) is

1
t=—-x+- (Y X)xg (28)

Since y*x/o #0, X is clearly retained in t, hence it is in the subspace generated by Algorithm 2.1
using (25). O

Copyright © 2006 John Wiley & Sons, Ltd. Numer. Linear Algebra Appl. 2006; 13:621-642
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Because xg is unknown, it may be difficult to make sure ay*xg # 1. However, (28) reveals that
essentially one only needs to guarantee y*x # 0; while the choice of o can be rather free, since a
small o (i.e. ay*xg ~ 1) is actually beneficial.

The generality of (25) is in the choice of y and o. E.g. y= — x leads to the inflated Newton
scheme (17); while y= (A + A*)x and « =1 lead to the constrained Newton scheme (16). And
from (20) we see that IIGD is a special case of (25). Note that the simplified JD (18) with =1 is
a special case of (25) with y= (A* — ul)x and o = 1. Clearly, the corresponding matrix should be
singular. This is also easy to see by the Sherman—Morrison Lemma, noticing that with the chosen
(y, ) the o defined by (27) is zero. Theorem 4.1 does not apply to this (y, a) pair because y*x =0.
The magic of JD is that although the matrix in (5) is singular, it is non-singular on x unless x is
a multiple eigenvalue of A. By choosing « =1, JD naturally satisfies the condition (23), and there
are ample freedom to make x*(A — uIl)t#0 so that the approximate RQI direction is retained.
Another interesting point is that if Theorem 4.1 is theoretically applied to JD (rigorously it does
not apply), then JD corresponds to the limit 0/0 case in (28).

Theorem 4.1 shows that when p is not an eigenvalue of A, there are many (y, «) pairs which can
make the matrix in (25) non-singular. One may choose (y, =) to make (25) more favourable for an
iterative linear solver.

In the real case, a non-trivial difference between (25) with y = (A + AT)x and the constrained
Newton scheme (16) is worth mentioning: There exists many values of « for the following (29) to
have similar numerical efficiency as (16):

A—pl—oxx (A+ADjt=—r, (x#1) (29)

This is very much the same as what is observed in Reference [38] on the choice of o for the inflated
Newton scheme (17). Both cases seem may be explained by the normalization step (e.g. 5(b) in
Algorithm 2.1).

Note that the Jacobian matrix in (16) is derived by applying Newton method to (15). The above
observation suggests that Newton method may not be the most straightforward way to explain the
efficiency of the discussed Davidson-type methods. We think that the essence for the efficiency is
in properly retaining the (approximate) RQI direction in the subspace. In Section 6 we will present
several concrete numerical results to support this view. One interesting numerical experiment is to
choose y in (25) as a random vector (this will generally make y*x # 0) and compare it with the
better known schemes JD (5), the constrained Newton (16) and the inflated Newton (17).

As mentioned earlier, the quadratic convergence rate of the Newton method generally requires
that the Jacobian be non-singular at a solution, this can pose difficulty for eigenvalues with geometric
multiplicity greater than 1. In contrast, the convergence property of RQI does not have this constraint
(actually, there is no concept of Jacobian involved in RQI), and the convergence rate of RQI is not
affected by eigenvalue multiplicity. Moreover, RQI for normal matrices has cubic convergence rate;
while it requires verifying additional condition (relating to the second derivative at a solution) to
claim that a Newton scheme has a cubic convergence rate. Therefore, interpretations via RQI can
be more convenient than via the Newton method in understanding the Davidson-type or JD-type
methods discussed in this paper. (Note that in Reference [19] RQI is used to discuss the convergence
rate of JD.) The subtle difference is possibly caused by the fact that Newton method is mainly for
solving equations, where both the direction and the magnitude of the direction matter; while for
the x in Ax = /x, only its direction is essential.

Copyright © 2006 John Wiley & Sons, Ltd. Numer. Linear Algebra Appl. 2006; 13:621-642
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5. SIMPLIFICATION OF JACOBI-DAVIDSON AND IIGD

We present two schemes that simplified JD and IIGD in some sense.

By Lemma 4.1, the only viable choice for (18) is 2 = 1, as done in JD. This leads to the following
simplified JD.

5(a) Solve approximately for t from

I — xx*)(A — Dt =—r (30)

Clearly, —x is a solution of (30), and this solution should be avoided. Fortunately, when we solve
(30) by a Krylov method starting for a vector not parallel to x, then the solution generally has a
strong component in x*- because of the projection (I—xx*). If the initial vector of the Krylov solver
is chosen to be orthogonal to x (e.g. a zero initial vector), then the approximate solution is actually
in x*, as would be obtained by JD. One referee pointed out that it is mentioned in Reference [21,
Section 3.2, Remark 9] that the right projection in (5) can be dropped if (5) is solved by a Krylov
method with an initial vector orthogonal to x.

Numerical results in the next section will show that (30) performs as well as JD. When (30) and
(5) are solved by GMRES with small fixed iteration steps, there is not much difference in residual
reduction and convergence steps between the two equations. We note that the right projection by
(I — xx*) in (5) is not performed at each iteration step, and the final t L x is waived. The more
essential term in (5) is the left projector (I — xx*), which not only retains the (approximate) RQI
direction in t but also improves the conditioning of the correction equation on the x- subspace.

For A = A*, generally the original JD (5) should be preferred over (30) since one can apply a
symmetric solver to (5). For A # A* problems, or for A = A* when an available symmetric solver
requires the matrix to be positive definite, then (30) may be preferred over (5). Since (30) saves
projections, it can use less total CPU time than (5).

One advantage of JD over IIGD is that IIGD requires two equation-solves in the inner iteration,
which is more expensive than the one equation-solve JD. Equality (21) suggests the following
simplified IIGD, which requires only one equation-solve.

5(a) Solve approximately for t from:

(A — ul) t=x; then compute #=1/(x"t), t <« (yt—x) a3

This modification mainly exploits the fact that in exact solve for (6), (A — D~ =x. It saves
almost half the computational cost at each inner iteration of IIGD. A second look at (31) re-
veals that essentially it is approximate RQI with an additional scaled Gram—Schmidt step, the
same scheme presented in observation 4.1(c) of [19], except that (31) adds a Gram—Schmidt
step. The above observation to (31) shows that, in exact solve case, IIGD (6) is also essen-
tially RQI with a scaled Gram—Schmidt step to make t L x. Related remarks may be found in
References [19, 31]. One difference between (6) and the JD-type method (30) is that the projection
(I — xx*) is applied to the solution of the RQI equation for IIGD, while for (30) it is applied to
(A — uI) before the system-solve. The latter has advantage because of better conditioning on the
x 1 subspace.

In very crude approximate solve cases, approximate RQI is known not to be better than (5).
We present (31) in order to see how well approximate RQI performs when the approximate solve
becomes more accurate. Numerical results show that actually (31) performs well with increasingly
accurate system-solve by GMRES. (One example in References [19, 31] shows that the approximate
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RQI without the scale Gram—Schmidt step performs well when the linear-solves become quite
accurate.) But this good performance is not observed if the linear solver is BICGSTAB. The reason
may be that GMRES is less sensitive to ill conditioning. As for JD-type equation (5) or (30), there
is no as big difference between GMRES and BICGSTAB as (31).

In the large-scale setting, the correction equations are often solved by preconditioned iterative
methods, so we briefly comment on preconditioned forms of correction equations. As mentioned
in the Introduction, preconditioned methods for linear systems can be applied to the correction
equations (e.g. References [19-21, 23]). We use (31) as a simple example: If at step j we have a good
preconditioner K; for (A — ul), then we solve Kt = x and compute # = 1/x*t. Then the updating
vector can be obtained by (5t — x), which is orthogonal to x—the wanted direction in order to
augment the projection basis. The straightforward preconditioned form of (6) would require solving
two preconditioned equations to get the orthogonalization constant 1 (5 = x*K;lr/x*Kjflx),
unless fixed preconditioners are used. Equation (31) reduces the two system-solves to one system-
solve, even for the preconditioned formulation. The problem is that in the approximate solve
scenario, K 'r can contain useful information that enhance the approximate RQI direction K;lx.
As pointed out in Reference [19], JD offers the better combination of both directions by solving
only one equation at each iteration. This is gained by using a well-designed correction equation.
Clearly, schemes represented by (25) also offer better combination of both directions by only one
equation-solve per iteration; preconditioned forms based on (25) can offer a similar advantage.
By working with better conditioned matrices, the important RQI direction may be approximated
better via an iterative equation solver.

6. NUMERICAL RESULTS AND DISCUSSIONS

The purpose of this section is to numerically show the importance of the approximate RQI direction
on the efficiency of the different schemes discussed. Because of the locally fast convergent nature
of these methods, for the numerical tests we first compute the required eigenvector v; by Matlab
built-in function eigs, then perturb v| as vi <— v| + pert xrand(n, 1) and use the same perturbed
vector as the initial vector. The value of pert and the mode of the sought eigenvalues are printed
on each plot. (For approaches that try to improve the global convergence, interested readers are
referred to References [16, 21, 43—-45].)

The linear solvers used are the Matlab built-in gmres.m and a modified BICGSTAB code based
on the bicgstab.m for Reference [36]. This bicgstab.m does two matrix—vector products at each
of its iteration step. The Matlab built-in bicgstab.m returns a zero vector far too often when the
maximum iteration number is set small, hence it is not used for the tests. We note that the Matlab
built-in gmres.m is more fine tuned than the modified bicgstab.m used.

The Matlab code used for the tests is more sophisticate than Algorithm 2.1. We implemented
both restart and deflation. For all the numerical tests, the outer iteration tolerance (the ¢ in Algorithm
2.1) is set to 10712,

All numerical tests are performed using Matlab version 7.0.1 (R14) on an Intel-xeon PC (2G
RAM, dual 3 GHz CPU), the OS is Debian Linux with Kernel version 2.6.10.

In approximate solve cases, IIGD is not better than JD, hence in the first two numerical tests,
we mainly compare JD (5), JDm (30) and IIGDm (31).

The first two tests are on silicon quantum dot models Si g H1g and Si34 H3¢ from material science.
The matrices correspond to silicon atoms passivated by hydrogen atoms. They are obtained from ab
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Figure 1. Sparsity structures of SijgHie (left) and Sizq Hae (right).

initio calculations after the self-consistency is reached. Both of them are symmetric real. Figure 1
shows their sparsity structures.

The maximum subspace dimension is set to 20 for these two tests. When the subspace dimension
exceeds 20, the outer loop restarts from a subspace of dimension 6.

Figure 2 shows the convergence behaviour of one eigenpair for JD (5), JDm (30) and IIGDm (31)
solved by GMRES and BICGSTAB for SijgHj6. The maximum inner iteration number (itmax) is
setto 5, 8, 11 and 17, with inner iteration tolerance 1073 (this is the rol passed to a linear solver). We
observe no difference for JD and JDm by GMRES; while there are noticeable difference between
JD and JDm by BICGSTAB (we note that the bicgstab.m used is not a sophisticated and stable
enough implementation of BICGSTAB, we present the results by this bicgstab.m only as a reference
to the Matlab built-in gmres.m); for IIGDm, there is always a big difference between solves by
GMRES and solves by BICGSTAB, which means that JD and JDm are more stable than IIGDm.
But we note that [IGDm can outperform JD and JDm when the linear solves by GMRES become
more accurate.

Figure 3 shows the convergence behaviours of JD (5), JDm (30) and IIGDm (31) solved by
GMRES and BICGSTAB for Si34H3zg. The itmax is set to 8, 11, 14 and 20, with fixed linear
solve tolerance 10~%. Again we see no difference for JD and JDm by GMRES. And again IIGDm
by GMRES performs as well as JD and JDm with increasingly accurate linear solves. The good
performance of IIGDm by GMRES is one example to show the importance of the approximate
RQI direction.

The rest of the tests numerically compare the inflated Newton, the constrained Newton and
their modifications with the JD-type methods (5) and (30). Tests are performed on non-symmetric
matrices as well as on symmetric ones. Two of the matrices are from material science, they
correspond to GaAsHg and SisHj,. Their sparsity structures are shown in Figure 4. These two
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Figure 2. Residual reduction of Model SijoHi, n = 17017.

matrices are very close to being symmetric. When the matrices are non-symmetric, we compute a
partial Schur decomposition with eigenvalues satisfying a specified mode.

GMRES is used as the linear solver for all the remaining tests. We present results on computing
multiple eigen/Schur pairs. Both restart and deflation are applied, so that the results would represent
the efficiency of the tested schemes in more realistic situations.

In Figures 5-8, the labels in the legend signal the following: the ‘inflate’ denotes the inflated
Newton (17); the ‘random’ denotes (25) with y being set to a new random vector at each matrix—
vector product of the inner iteration; the ‘cons’ denotes the constrained Newton (16); the ‘consm’
denotes (29), we actually simplify it into

[A — puI + oxx*Alt = —r (32)

with o 7% —2; the ‘jd’ and ‘jdm’ refer to JD and JDm, respectively, as before. We also experiment
with the following equation:

[A — ul + x(r + fx)*]t = —r (33)
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Figure 3. Residual reduction of Model Siz4 H3g, n = 97569.

where f = pif |u| > 1, and = 1 otherwise. Clearly, (33) is just another special case of (25), we
use ‘rpx’ to denote (33). Setting y = A(r + fx) in (25) leads to another equation, with similar
behaviour to (33), so only (33) is used for the tests. Noticing that Ax = r + ux, we see that (33)
is [A — pl + xx*A*]t = —r when |y| > 1.

Figure 5 shows the residual reduction plot for the GaAs Hs model. We see that the ‘random’
scheme is as efficient as other schemes in computing the first two eigenvalues, but it becomes less
efficient computing the rest 3 eigenvalues. Figure 6 shows the residual plot for the Si5 H12 model.
We see that the gap between ‘random’ and the other schemes shrinks when the linear solves
become more accurate.

Tables I and II contain other two comparisons of the schemes on computing a size-10 eigen/Schur
decomposition. The maximum subspace dimension used is 30 in both cases; and the outer loop
starts from a subspace of dimension 15 after restart. The results of ‘rpx’ is not reported (to save
space in the table), but we note that for both of these models ‘rpx’ is slightly worse than the other
schemes except ‘random’.
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Figure 4. Sparsity structures of GaAs Hg (left) and SisHyo (right).

A common feature seen in Tables I and II is that under-solving or over-solving the correction
equations is not cost-effective. And over-solving usually can be rather expensive in terms of CPU
time, although it uses less total iteration steps.

We performed many other test runs on different types of matrices with different parameters, and
we observed similar phenomenas to what are presented here.

Now we spend some discussion on the ‘random’ scheme. This scheme is chosen mainly for
numerical experiments. As seen from Tables I and II, ‘random’ works fine for computing the first
eigen/Schur pair. Similar phenomena are observed from many other tests (including those in Tables
I and II, although it cannot be seen from the total iteration steps). But ‘random’ can become
much less efficient than other schemes when more eigenpairs are computed, especially when the
solves are crude. Clearly, one cannot expect a scheme that uses a random vector at each step of
iteration to be competitive; a subspace method that uses a random vector for augmentation generally
will not converge. What is different here is that using a random vector y in (25) always leads to
convergence for all the tests we performed; and the other schemes with known fast convergent
rate seldom converge twice faster than ‘random’. We consider this another good example to
show the importance of the approximate RQI direction. One reason that ‘random’ becomes less
efficient in computing more eigenpairs may be related to reusing information, i.e. it may not use the
information that have been built into the subspace when converging other eigenpairs as efficiently
as other schemes. Another more probable reason may be that when the linear solves are crude, the
wanted RQI direction is not well approximated because of higher noise in the correction term (axy™
to A — AI); this seems to explain why the difference between ‘random’ and the other schemes
become smaller when the linear solves become more accurate.

The analysis in Section 4 shows that, in exact arithmetic, the essence of the discussed schemes to
be efficient is to retain the RQI direction in the subspace; and all these schemes may be considered
equivalent in this sense. Moreover, the numerical results in this section show that, in rounded
arithmetic, with approximate equation solves, and with restart and deflation, these schemes (except
the ‘random’ one) also have rather similar efficiency. We consider this as a good agreement
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Figure 5. Residual reduction of Model GaAsHg, n = 61349. The size-5 partial Schur decomposition
with ‘SR’ eigenvalue mode are computed.

between theory and numerical schemes, where roundoff errors should subject to well-designed
numerical schemes based on correct theory.

A rough conclusion is that none of the discussed schemes is a clear winner; one scheme may be
more efficient than the others for a certain type of problems. (This agrees with a similar conclusion
in Reference [37].) Moreover, the linear solvers used can also affect the efficiency of a scheme. We
note that in Reference [38] where the linear solver is MG and the eigenproblems are from structure
dynamics, the inflated Newton scheme is reported to have better performance than JD. As for the
problems tested here, such a consistent advantage is not observed. But we agree that (17) is one of
the best schemes represented by (25).

We draw some other conclusions from the numerical experiments: (i) Including the approximate
RQI direction in the subspace is very important for the discussed Davidson-type methods to be
efficient. (ii) JD-type equations (5) and (30) are more stable than IIGD-type (31), in the sense that
applying different linear solvers to them does not lead to drastic differences. (iii) The simplified
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n = 19896. The size-5 partial Schur decomposition

with ‘SR’ eigenvalue mode are computed.

JDm (30), i.e. without the right projection for the matrix—vector product at each inner iteration and
the final t L x requirement, can be as stable and efficient as JD (5) that performs these projections.
(iv) The general formula (25) represents a large class of schemes that can be as efficient as JD-type

methods.

Note that preconditioners are not used in the experiments, but the above conclusions should be
valid for preconditioned equation solves, because approximate solves can be regarded as solving
from preconditioned equations.

Finally, we report an interesting observation related to the inflated Newton scheme that is not
noted in References [37, 38]. For the above presented results and many other results not reported
here, the value of o used is within 1-50, other values do not have any significant difference.
But we observed quite significant difference between a small value o and a large value o for some
matrices from the NIST matrix market. Two typical matrices are o1m1000 and sherman3, where
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Figure 7. Residual reduction of 01lm1000. Linear solver used is GMRES. The six computed ‘SR’
eigenvalues are: —1.01633831e + 04, —1.01630831e + 04, —1.01625831e + 04, —1.01618831e + 04,
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Figure 8. Residual reduction of sherman3, where cond(A)>6e + 16. The five computed ‘LR’
eigenvalues are: 6.75844005¢ + 06, 6.35064445e 4 06, 5.70779495¢ + 06, 4.88197142¢ + 06,
3.94007715e + 06. Left picture, oo = 3; right picture, o = u.

eigenvalues with large magnitude are computed. As seen from Figures 7 and 8, a small o value
leads to the much slower ‘inflate’ and ‘random’ which do not include information related
to the current eigenvalue in the correction term; while schemes that use this information, (i.e.
the Ax term in ‘cons’ and ‘consm’, and the fx term in ‘rpx’) are not affected by the small o
value. After increasing « to the magnitude of u, all the schemes become similar again. This can
be explained by Theorem 4.1 as follows. Because in both of these examples, the xg is of small
norm (in the order of 1/|u|), so the y*xz is also in the order of 1/|u| when y is set to X or a
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Table I. CPU time (in seconds) of different correction equations solved by GMRES for Model GaAs He.
The digits in the parenthesis are total number of outer iterations for the size-10 Schur decomposition
with ‘SR’ mode to converge. The computed eigenvalues (keeping 9 digits) are: —1.14249099¢ + 00,
—9.10538900e — 01, —6.69170075e — 01, —6.69170075e — 01, —5.70362441e — 01, —5.70362441e — 01,
—5.22600834e — 01, —7.75795983e — 02, —4.35314664e — 02, —5.99235789¢ — 03. The CPU time of
‘cons’ is larger because of the A* term, but we note that with more careful programming, the cost of
each ‘cons’ step can be made similar to that of ‘consm’ (32), even in the non-symmetric case.

itmax inflate jd jdm cons consm random
9 344.8 (250) 356.6 (254) 348.2 (253) 1607.2 (253) 361.9 (263) 775.8 (546)
12 331.3 (185) 351.5 (193) 336.3 (188) 1501.3 (185) 336.8 (186) 586.1 (315)
15 369.3 (162) 388.5 (168) 371.1 (164) 1589.8 (160) 362.7 (160) 570.7 (245)
18 383.1 (137) 377.3 (133) 378.9 (136) 1654.9 (139) 379.1 (136) 555.9 (195)
21 399.3 (119) 395.8 (117) 389.1 (117) 1585.2 (116) 391.4 (117) 510.7 (149)
24 404.3 (102) 409.2 (102) 404.1 (102) 1674.3 (107) 418.5 (105) 499.8 (122)
27 438.3 (94) 438.9 (93) 439.1 (94) 1710.6 (97) 442.8 (95) 538.5 (112)

Table II. CPU time (in seconds) of different correction equations solved by GMRES for Model Siz4H3e.
The digits in the parenthesis are total number of outer iterations for the 10 eigenpairs with ‘SA’ mode to
converge. The computed eigenvalues (keeping 9 digits) are: —1.15862684, —1.12438398, —1.12438283,
—1.12438126, —1.07704853, —1.07704726, —1.06245140, —1.06245056, —1.06245016, —1.01335308.

itmax inflate jd jdm cons consm random
9 447.7 (208) 452.4 (207) 441.0 (206) 437.8 (205) 418.9 (196) 791.0 (358)
12 441.2 (157) 443.7 (155) 443.9 (158) 441.8 (157) 449.6 (160) 667.0 (230)
15 457.9 (128) 473.2 (130) 468.8 (131) 465.5 (130) 494.6 (138) 629.8 (171)
18 510.4 (115) 523.5 (116) 518.9 (117) 541.6 (122) 541.6 (122) 632.3 (139)
21 548.4 (102) 547.6 (100) 544.1 (101) 586.4 (109) 636.3 (118) 655.7 (119)
24 641.8 (100) 604.1 (93) 596.2 (93) 622.6 (97) 701.0 (109) 714.9 (109)
27 718.7 (95) 720.4 (94) 711.0 (94) 748.9 (99) 703.7 (93) 804.7 (105)

random vector. Note that the ¢ as defined in (27) satisfies 1/ = a/(ay*xg — 1), which is now in
the order of o. Therefore, the (y*x/0)xg term in (28) is in the order of o/u, which is insignificant
comparing with the unit length x when o is small. An « comparable to u strengthens the RQI
direction in (28), hence improves the convergence speed. Once again we see the importance of the
approximate RQI direction. And these two examples show that in rounded arithmetic, one needs
to include a numerically significant approximate RQI direction for a Davidson-type scheme to
be efficient.

7. CONCLUDING REMARKS

We studied Jacobi—Davidson, IIGD and several schemes based on Newton method for eigenvalue
computations. We analysed that being able to keep the RQI direction in the solution of a correction
equation constitutes the essence of efficiency for a diverse form of Davidson-type methods. The
left projector (I — xx*) is found to be essential for Jacobi—-Davidson to retain the approximate RQI
direction. A simplified Jacobi—Davidson is proposed based on this study. A general formulation
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which has more freedom in keeping the approximate RQI direction is constructed. Numerical results
confirmed that the approximate RQI direction at each outer iteration is crucial for the efficiency of
the studied schemes.
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