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Abstract—In this article, we establish a novel framework for
a multi-user mobile edge computing (MEC) network in which a
set of users with high downlink rate demands and a set of users
with intensive computation tasks can collaborate to achieve a
mutually-beneficial scenario such that completion time of the tasks
is reduced and the base station (BS) can send more information
at a higher rate to the downlink users. Specifically, by leveraging
non-orthogonal multiple access (NOMA) for uplink and downlink
traffic, the user with the computation task can offload shares of
the computation task to the edge cloud and the downlink user. At
the same time, this user forwards the information it receives from
the BS to the downlink user. In this set up, we jointly optimize
the communication resources, computational resources at the edge
cloud and user devices, pairings among the two sets of users, the
shares of computation tasks, and relay bits to minimize the total
task completion time while satisfying downlink users’ incentive
requirements. For a network with a single computation demanding
user and a single downlink user, the optimal solution to the problem
is provided. For a network with multiple users, the problem is
non-convex and computationally challenging. Hence, we propose
an efficient, low complexity algorithm that utilizes the bottleneck
matching algorithm, convex optimization, and the block coordinate
descent scheme to obtain a locally-optimal solution. Simulation
results demonstrate that, as compared with the state-of-the-art,
the total task completion time is greatly reduced (32%–51%), and
a large computational energy savings at the edge cloud (38%–55%)
is achieved. Simultaneously, the downlink users’ rates improve
compared to the orthogonal transmission.

Index Terms—Incentive design, mobile-edge computing,
resource allocation, task offloading.

I. INTRODUCTION

W ITH the ever-increasing utilization of mobile devices,
advanced applications with high computational load

(e.g., fingerprinting or face recognition, natural language pro-
cessing, virtual reality, and interactive gaming) are becoming
popular. Mobile-edge computing (MEC) has emerged as a
promising solution to address the computation demands of these
applications. MEC technology provides computing facilities
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and storage resources at the network edge, e.g. base stations
(BSs), with aim of minimizing the service latency of these
applications [2].

As the number of computing user equipments (CUEs) that
require computing latency-sensitive tasks is growing, offloading
all the tasks to the edge cloud with finite computational resources
may not always be advantageous. Over the last decade, mobile
devices’ computational power has increased steadily to where
the computational performance of a mid-range mobile processor
is 10% that of a mobile edge server processor (e.g., Intel Xeon
D-Series) [3]. One or more mobile devices with an idle processor
may be present on a wireless network. Therefore, offloading
CUE’s computation-intensive tasks to these peers is an appealing
choice. The challenge with this approach is that encouraging
other users to help in computing the task of a CUE may prove
to be complicated since users in the network may be selfish.
Therefore, appropriate incentives are required for these helping
mobile peers.

We consider a network with two different sets of users that
have varied communication and computation requirements: (i.)
A set of downlink users (DUEs) having high data rate demands
and underutilized computation resources. For example, the
DUEs may be interested in experiencing high-quality multime-
dia content, such as with virtual reality (VR). (ii.) A set of CUEs
with computationally-intensive tasks with stringent completion
times, having high throughput (i.e., low task offloading delay)
and underutilized channels with the BS. In such cases, the task
computation time is much higher than the task offloading delay.
For such a network, we design a framework in which a CUE
can trade its communication resources (e.g., offloading delay
and communication energy) for computation resources from a
DUE, which leads to a mutually-beneficial scenario, where the
DUE can receive information from the BS at higher rates,1 while
the CUE’s task completion time can be greatly reduced. In this
case, the BS sends downlink information intended for the DUE
via non-orthogonal multiple access (NOMA) to both the CUE
and DUE. The CUE offloads a share of its computation bits to the
edge cloud and another share of its computation bits along with
the information bits that it receives from the BS to the DUE
using NOMA. The excess information bits (compared to the
orthogonal transmission through the BS to DUE link) that a DUE
receives is the main incentive for the DUE to compute the CUE’s

1A high quality VR experience could be achieved, even with a low-to-
moderate increase in transmission rate, by utilizing a scalable video coding
technique and predicting the relevant portion of the 360° video that the user may
need in the next time slot [4], [5].
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task. For a network with multiple CUEs and DUEs, we aim to
minimize the overall task completion time of all the CUEs while
maintaining each participating DUE’s incentive requirement,
energy constraint at each CUE, and finite computation resource
at the edge cloud. The major contributions of this paper are:
� We propose a novel framework that allows for a mutually-

beneficial trade-off between the computation and commu-
nication resources between CUEs and DUEs. By enabling
NOMA in the uplink and downlink directions, the com-
pletion time for a CUE’s task can be reduced, and the
DUE can receive information from the BS at a higher
transmission rate. Furthermore, by efficiently designing
the transmission protocol, we show that interference-free
transmission rates in the CUE-DUE and CUE-BS links
can be achieved simultaneously under a certain channel
condition.

� We design each participating DUE’s utility based on two
factors: the additional bits received compared to the or-
thogonal transmission and the extra energy consumption
to compute the task for a CUE. Each DUE can specify a
parameter, the trading factor, that quantifies the reward (in
terms of increased data rate) that it expects for each bit
of computation that is provided to the CUE. We include
a constraint that the DUE is willing to cooperate with the
CUE if it can achieve a non-negative utility.

� For a network with a single CUE and a single DUE, we
optimally solve the CUE’s task completion time mini-
mization problem. For a multi-user network, we consider
the problem of minimizing the maximum task completion
time among all CUEs. The design parameters are: the
selection of the beneficial DUE for each CUE, the edge
cloud’s computational resource allocation for each CUE,
computation resource allocation (i.e., computation time)
at each user device, communication resource allocation,
the share of computation, and relay bits. The optimization
problem is non-convex. Therefore, an iterative algorithm
is proposed that can solve the optimization problem with
significantly lower computational complexity. It is shown
that the algorithm converges, at least to a local optimal
solution.

� We compare our proposed method with two state-of-the-art
methods: (i.) computational offloading to the edge cloud
using orthogonal transmissions, and (ii.) computational
offloading using uplink NOMA. We show that using the
proposed technique, CUEs’ task completion times are
greatly reduced (32%–51%) compared to the state-of-the-
art methods. Furthermore, DUEs can achieve large bit gains
(compared to the orthogonal transmission). We have also
shown that a large computation energy savings (38%–
55%) at the edge cloud is achieved using the proposed
technique.

The rest of this paper is organized as follows. In Section II, we
describe related work. In Section III, we describe the proposed
system model. In Section IV, we formulate the optimization
problem. In Section V, we introduce the proposed solution
method. In Section VI, we evaluate our results. Finally, we
conclude this article in Section VII.

II. RELATED WORK

Designing the communication and computation resource al-
location and computation share among different devices in an
MEC network has attracted significant attention over the last
few years. Energy consumption and latency are commonly con-
sidered when evaluating the performance of an MEC system.
In [6], joint optimization of computation and communication
resources was investigated for an MEC network with a single
edge cloud. The objective was to minimize weighted sum energy
consumption. For a multi-user network, the joint optimization
problem of computation task sharing and offloading time al-
location with the aim of minimizing the completion time of
the computing users was investigated in [7]. In [8], joint opti-
mization of computation resource, communication resource, and
task offloading decisions were considered for an MEC network
with multiple edge clouds. The objective function was defined
as a weighted sum of the task completion time and energy
consumption.

In spite of recent progress on resource optimization for MEC
networks, scaling to a large number of users is challenging since
the computational capability of the edge cloud is finite. If a large
number of users offload their tasks to the edge cloud, a significant
computational delay may be observed at the edge cloud since
per-user computational resource availability at the edge cloud
is greatly reduced. A computing node may be surrounded by
mobile peers with idle processors. Therefore, in [9]–[12], task
offloading to mobile peers was considered, and joint mobile
peer selection and computational resource allocation problems
were studied. For a network in which each user has a computing
task, He et al. [9] investigated the optimization problem of
maximizing the number of users that successfully complete their
tasks within a specified deadline by offloading to a peer user
and the edge cloud. In [10], joint optimization of computation
and communication resources was investigated for an MEC
system in which the task was computed with the help of a peer
device and an edge cloud. The objective was to minimize energy
consumption while satisfying the user’s task completion time
constraint. In [11], a multi-helper MEC system was investigated
in which a local user can offload its computation task to multiple
nearby devices using time division multiple access (TDMA).
The overall delay of the MEC network was minimized by
optimizing computation and communication delays as well as
the task offloading decision. It has been assumed in [9]–[12]
that helping mobile devices are willing to compute the tasks for
the CUEs without receiving any incentive, which may not be
the case if these devices have limited battery energy. In [13], an
MEC system was investigated in which computation shares are
offloaded to neighboring mobile devices. Each helping mobile
device received a bandwidth incentive to compute the task. For
vehicular networks, computation offloading to the neighboring
vehicles and monetary incentives for the helping vehicles was
considered in [14], [15].

Recently, NOMA has been recognized as one of the key
approaches in fifth-generation (5G) networks. NOMA allows
multiple users to share the same resource (e.g., frequency,
or time) unit channel for simultaneous transmissions using
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successive interference cancellation (SIC), and therefore, it can
achieve higher spectral efficiency compared to orthogonal mul-
tiple access (OMA). Motivated by the advantages of NOMA
over OMA, a large body of works investigated NOMA for
MEC networks [16]–[25]. Ding et al. [17] investigated power
allocation and selection of the best mode among OMA and
NOMA schemes with the aim of minimizing offloading delay
for two-user MEC network. In [18], to minimize computation
offloading energy consumption in a two-user NOMA system,
transmit power and computation offloading duration were op-
timized. Wang et al. [19] formulated a Stackelberg game for
the NOMA-enabled, two-user MEC network, in which the user
set acted as a leader while the MEC server acted as a follower,
investigating total execution time minimization. A multiple-user
MEC network in which the users offload their tasks using
uplink NOMA to the edge cloud was considered in [20]–[22].
In [22], a weighted total energy consumption minimization
problem was investigated in which the optimization variables
were communication delay, uplink-downlink transmit power,
and user task shares. Delay minimization for the NOMA-enabled
multiple-user MEC network was investigated in [20], [21].
The optimization variables in [20] were transmission time and
share of computation of each task that was to be computed.
Fang et al. [21] improved the overall system delay compared
to the proposed optimization strategy in [20] by considering
transmit power allocation and share of computational resource
allocation. The proposed solution was shown to be optimal under
a negligible cloud computation delay assumption (i.e., a very
high edge cloud’s computational resource). In practice, an MEC
network may have limited edge cloud resources, and for such
cases, the considered optimization problem is non-convex, and
the proposed solution may not guarantee an optimal solution.
Furthermore, computation resource allocation at the edge cloud
and user devices was not investigated in these works [20]–[22].
Li et al. [23] investigated the problem of minimizing the total
task completion energy for a multi-user multi-edge server net-
work in which users offload their tasks via NOMA uplink to each
edge cloud. Interference between transmission links to different
edge clouds is avoided by bandwidth splitting.

Simultaneous offloading to a mobile peer and the edge cloud
using NOMA has been investigated [24]. Compared to the
non-cooperative cases and OMA, the proposed scheme has
been shown to greatly reduce energy consumption. In [25], task
offloading to multiple mobile peers using downlink NOMA
was studied in case of unavailability of direct link from the
computing user to the edge cloud. According to the proposed
MEC frameworks in [24] or [25], a mobile peer acted as a relay to
forward task data from the computing user to the edge cloud and
helped by computing part of the computing user’s task. However,
no incentive scheme was proposed for the assisting mobile peer,
and therefore, the application of this work in practice may be
limited.

Different from all existing works, in this paper, we aim
to solve the problem of balancing the communication and
computation resources between two sets of users: a set of CUEs
with computationally-intensive tasks and an underutilized up-
link channel, and a set of DUEs, having high data rate demands

and idle processors. In doing so, each CUE’s task comple-
tion time is reduced and each DUE receives more information
(compared to orthogonal transmission) from the BS. Compared
to a monetary-incentive framework for edge computing net-
works [14], [15], our proposed framework has the advantage
that along with efficiently computing the CUE’s task, it also
provides higher downlink rate gain to the DUEs in the network,
and the network provider does not face issues that are associated
with implementing monetary based incentives for helpers (e.g.,
creating a secure framework for financial transactions in the net-
work or considering a computing user’s unwillingness to adhere
to a certain monetary incentive). Since the DUEs’ incentives are
generated by efficiently allocating computation and communi-
cation resources in the network, the proposed framework can
be easily implemented by a centralized controller. Furthermore,
compared to the research works that consider task offloading
only to the edge cloud (i.e., where there is no requirement of
developing an incentive framework) [16]–[22], the proposed
strategy can use under-utilized computational resources avail-
able in the network more efficiently and can be more effective,
particularly when CUEs have computationally-intensive tasks
and there exists a set of DUEs, each with a high computational
capability. The present work is based on our preliminary study
in [1]. Compared to [1], the major improvements in this present
study are as follows: (i.) In [1], we consider the pairing between
a CUE and a DUE only when the CUE-to-DUE link has a
better channel quality than the CUE-to-BS link. The uplink and
downlink NOMA-enabled CUE-DUE pairing is not investigated
when the CUE-to-DUE link is of lower channel quality than the
CUE-to-BS link. In the journal version, we propose a separate
transmission protocol for the CUE-DUE pairing scheme for each
of these channel conditions. The proposed transmission protocol
is improved as it enables interference-free transmission in the
CUE-DUE and CUE-BS links under a certain channel condition,
resulting in improvement in system performance. (ii.) Unlike
the conference version, computational resource allocation at
the user devices is performed to further improve performance
of the proposed system model. (iii.) The dimensionality of the
edge cloud resource allocation problem is reduced, and a more
rigorous evaluation of the proposed system model is performed
with many state-of-the-art approaches.

III. SYSTEM MODEL AND PROBLEM FORMULATION

Consider a wireless BS associated with an edge cloud that
provides computing facilities to a set N = {1, 2, .., N} of N
CUEs. There is also a set M = {1, 2, ..,M} of M DUEs that
intend to receive information from the BS. We assume that the
BS has already allocated an orthogonal uplink bandwidth to each
CUE and an orthogonal downlink bandwidth to each DUE.2 Let
gi,j , gi,BS, gBS,i, and gBS,j be, respectively, the channel gain
of CUE i to DUE j, CUE i to BS, BS to CUE i, and BS to
DUE j links, where i ∈ N , j ∈ M. Each link experiences quasi-
static Rayleigh fading. The computational capability of the user

2In [26], [27], bandwidth optimization strategies for MEC systems were
studied. Such bandwidth allocation strategies can be employed along with our
proposed framework.
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i ∈ N
⋃
M is denoted by fmax

i (in cycles/s). The task of each
CUE i is given by φi = (βi, bi), where bi indicates the task
input data size, and βi stands for the number of CPU cycles
required to compute per bit of the task. The calculation method
for these task parameters is described in [28]. Similar to [6],
[7], [9], [10], we consider splittable tasks. Hence, each CUE can
partially offload its task to other computing devices. Since the
processors at the DUEs are idle, a DUE can compute a share of
a CUE’s computation tasks if it receives a proper incentive from
the CUE. Each CUE has two choices:
� Cloud-Only Mode: In this case, the CUE offloads a share

of computation bits to the edge cloud. Since computational
resources from the DUEs are not utilized, the computing
power applied to the task is less. However, communication
resources available at the CUE are fully utilized for task
offloading and thus the offloading delay is minimized.

� Joint DUE-Cloud Offloading Mode: The sum transmission
rate from BS to CUE i and DUE j is higher in downlink
NOMA than the OMA-based transmission to DUE j, when
a CUE i has a higher downlink channel gain than a DUE
j, i.e., gBS,i > gBS,j [29]. Utilizing this fact, we consider
a strategy in which the BS sends information (intended
for the DUE) to CUE i and DUE j in downlink NOMA
and the CUE relays the information to the DUE, resulting
in more information being received at the DUE and thus
motivating the DUE to compute the CUE’s task. Using
uplink NOMA, CUE i sends the incentive bits to DUE j
as well as shares of its computation task to DUE j and the
edge cloud. Although compared to the cloud-only mode,
offloading delay for CUE i’s task may increase due to the
CUE sending excess uplink information, overall a more
efficient communication resource utilization is achieved
due to enabling uplink and downlink NOMA. Also, more
computing power is applied to the CUE’s task.

For the latter mode, we assume that each DUE serves a
maximum of one CUE and that each CUE offloads its task to
a maximum of one DUE to reduce the system complexity. An
illustration of a network with three CUEs and three DUEs in
which CUEs 1 and 2 are in joint DUE-cloud offloading mode,
and CUE 3 is in cloud-only mode is shown in Fig. 1. We now
describe the joint DUE-cloud offloading mode for the following
channel conditions: (1.) gi,j > gi,BS, and (2.) gi,j < gi,BS. Then,
we describe the cloud-only mode.

A. Joint DUE-Cloud Offloading for Channel Condition 1

Consider a CUE i ∈ M that is paired with a DUE j ∈ N to
operate in the joint DUE-cloud offloading mode. In the uplink
direction, the CUE offloads a portion of its task to the DUE and
the edge cloud and forwards incentive bits to the DUE in two
time slots. Let t1

i,j and t2
i,j be the duration of time slots 1 and 2,

respectively. In the first time slot, t1
i,j , the CUE offloads bi,j and

bEC,1
i,j bits of its task to DUE j and the edge cloud, respectively,

using NOMA. The BS sends information bits (intended for the
DUE) to the CUE and the DUE within the time duration t1

i,j +

t2
i,j using downlink NOMA. Let bri,j denote the number of bits

that the BS sends to the CUE within the time duration t1
i,j + t2

i,j .

Fig. 1. An illustration of network with three CUEs and three DUEs.

In the second time slot, the CUE sends these bits to DUE j and
offloads bEC,2

i,j bits of its task to the BS using NOMA. Also, the
CUE computes bli,j bits of its taskφi locally at its own processor.
Therefore, the relationship between local computation bits and
offloaded bits to the edge cloud and DUE j can be expressed
as bli,j + bEC,1

i,j + bEC,2
i,j + bi,j = bi. In case of the mobile edge

computing network shown in Fig. 1, the CUE 1 and DUE 1 is
operating in this mode. Fig. 2(a) shows the operations at different
devices for CUE’s task completion, and task offloading data
flow when a CUE i is paired with DUE j to operate in this
mode. Fig. 2(b) shows uplink-downlink transmission protocol.
We now characterize the delay and energy for the CUE’s task
computation and also quantify the DUE’s incentive.

1) CUE’s NOMA Transmission: Let P 1
i,j and PBS,1

i,j indicate
the transmit power for CUE i to DUE j and CUE i to BS
links, respectively, at the first time slot. Also, let Bu be the
bandwidth of the uplink channel allocated to CUE i. DUE j
utilizes SIC (since gi,j > gi,BS) to detect the signal intended
for it after decoding the signal intended for the BS. The BS
detects its signal by regarding the signal intended for DUE j as
interference. Therefore, the transmission rate (in b/s) from CUE
i to DUE j and to the BS at the first time slot is given by [30]:

r1
i,j = Bu log

(
1 +

P 1
i,jgi,j

N0

)
, and (1)

rBS,1
i,j = Bu log

(
1 +

PBS,1
i,j gi,BS

N0 + P 1
i,jgi,BS

)
, (2)

respectively. Here, N0 is the noise power. Then, we have:

P 1
i,j =

N0

gi,j
f

(
bi,j

t1
i,jBu

)
, and (3)

PBS,1
i,j = N0

((
1

gi,BS
− 1

gi,j

)
f

(
bEC,1
i,j

t1
i,jBu

)

+
1
gi,j

f

(
bi,j + bEC,1

i,j

t1
i,jBu

)
− 1

gi,j
f

(
bi,j

t1
i,jBu

))
, (4)
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Fig. 2. Joint DUE-cloud Offloading for gi,j > gi,BS: (a) Operations at different devices for CUE i’s task completion, and (b) Uplink and downlink transmission.

where f(x) = 2x − 1. Here, (3) and (4) are obtained using (1),
(2), and the relationships bi,j = t1

i,jri,j , bEC,1
i,j = t1

i,jr
BS,1
i,j .

We use P 2
i,j and PBS,2

i,j to denote CUE i’s transmit power to
DUE j and BS, respectively, at the second time slot. Using SIC,
the transmission rate r2

i,j from CUE i to DUE j during the second
time slot is:

r2
i,j = Bu log

(
1 +

P 2
i,jgi,j

N0

)
. (5)

Since, the DUE receives bri,j bits within the duration of t2
i,j , we

have:

P 2
i,j =

t2
i,jN0

gi,j
f

(
bri,j

t2
i,jBu

)
. (6)

Along with the signal intended for it, the BS also receives the
signal intended to the DUE as an interfering signal. Since the
BS is the original source for this interfering signal intended for
the DUE,3 it can perfectly decode this signal and eliminate the
interference. Therefore, the achievable transmission rate rBS,2

i,j

from CUE i to the BS during the second time slot is:

rBS,2
i,j = Bu log

(
1 +

PBS,2
i,j gi,BS

N0

)
. (7)

Using (7) and the relationship bEC,2
i,j = t2

i,jr
BS,2
i,j , we have:

PBS,2
i,j =

t2
i,jN0

gi,BS
f

(
bEC,2
i,j

t2
i,jBu

)
. (8)

2) Overall Delay and Energy Analysis for CUEs: Let T l
i,j ,

Ti,j , andT EC
i,j be the computation time of the share ofφi at CUE i,

DUE j, and the edge cloud, respectively. The local computation
delay can be expressed as:

T l
i,j =

βib
l
i,j

fi
, (9)

3The signal was sent earlier by the BS.

where fi is the allocated CPU power (in cycles per second) at
CUE i to compute bli,j bits and is upper bounded by the maxi-
mum frequency constraint fmax

i , i.e., fi ≤ fmax
i . CUE i’s com-

putational power consumption can be expressed as pli = γcf
3
i ,

where γc denotes a constant related to the processor hardware
architecture [10]. The computation energy at CUE i to compute
bli,j bits can be expressed by:

El
i,j = pliT

l
i,j = γcf

3
i T

l
i,j

(a)
=

γcβ
3
i b

l
i,j

3

T l
i,j

2 , (10)

where step (a) follows by replacing for fi from (9). Similarly,
the computation delay, Ti,j , at DUE j can be expressed as:

Ti,j =
βibi,j
fj

, (11)

where fj is the computation power allocated at DUE j to
compute bi,j bits of the task and is also subject to the maximum
frequency constraint fmax

j , i.e., fj ≤ fmax
j . Similar to the steps

of (10), the computation energy at DUE j to compute bi,j bits
can be expressed by:

Ei,j =
γcβ

3
i b

3
i,j

T 2
i,j

. (12)

Let Fi be the share of the edge cloud’s computation power
allocated to compute the task bits that CUE i offloads to the
edge cloud. The total processing power at the edge cloud is F ,
i.e.,

∑N
i=1 Fi ≤ F . Then, the computation time at the edge cloud

is:

T EC
i,j =

βi

(
bEC,1
i,j + bEC,2

i,j

)
Fi

. (13)

The task completion times at DUE j and at the edge cloud
are t1

i,j + Ti,j and t1
i,j + t2

i,j + T EC
i,j , respectively. Therefore,

completion time of CUE i’s task can be expressed as:

Ti,j = max
(
T l
i,j , t

1
i,j + Ti,j , t

1
i,j + t2

i,j + T EC
i,j

)
. (14)
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The transmission delay in sending back the computation results
is ignored since the size of the computation results is usually
much smaller compared to that of the input data [6]–[10].

Using (3), (4), (6), (8), and (10), the total energy consumption
at CUE i can be expressed as:

Ei,j = t1
i,jN0

((
1

gi,BS
− 1

gi,j

)
f

(
bEC,1
i,j

t1
i,jBu

)

+
1
gi,j

f

(
bi,j + bEC,1

i,j

t1
i,jBu

))
+ t2

i,jN0

(
1
gi,j

f

(
bri,j

t2
i,jBu

)

+
1

gi,BS
f

(
bEC,2
i,j

t2
i,jBu

))
+

γcβ
3
i b

l
i,j

3

T l
i,j

2 . (15)

3) BS’s NOMA Transmission: The downlink NOMA trans-
mission rate for BS to CUE i and BS to DUE j links are:

rBS,i = Bd log

(
1 +

αPBSgBS,i

N0

)
, (16)

and,

rBS,j = Bd log

(
1 +

(1 − α)PBSgBS,j

N0 + αPBSgBS,j

)
, (17)

respectively, in case, gBS,i > gBS,j . Here,Bd is the bandwidth of
the downlink channel allocated to DUE j, and α ∈ (0, 1) is the
power allocation factor for downlink transmission. The BS sends
bri,j bits to CUE i within the downlink NOMA transmission
duration of t1

i,j + t2
i,j . Hence, using (16), we have:

α =
N0

PBSgBS,i
f

(
bri,j(

t1
i,j + t2

i,j

)
Bd

)
. (18)

Substituting (18) into (17), we have:

rBS,j = Bd log

⎛
⎝ N0gBS,i + PBSgBS,igBS,j

N0gBS,i +N0gBS,jf
(

bri,j
(t1

i,j+t2
i,j)Bd

)
⎞
⎠ .

(19)

4) DUE’s Incentive Design: DUE j receives an increased
number of bits in the downlink from the BS (compared to orthog-
onal transmission from BS to the DUE) within the computation
offloading duration, which serves as an incentive to compute
the task of CUE i. Specifically, to spend the energy Ei,j in
computing the task for CUE i, the incentive bit gain for DUE j is
bri,j + (t1

i,j + t2
i,j)(rBS,j − rOMA

BS,j ) where rOMA
BS,j is the orthogonal

downlink achievable rate for BS to DUE j link, i.e.

rOMA
BS,j = Bd log

(
1 +

PBSgBS,j

N0gBS,j

)
. (20)

We define the utility, Ui,j , of DUE j when cooperating with
CUE i, as:

Ui,j = bri,j +
(
t1
i,j + t2

i,j

) (
rBS,j − rOMA

BS,j

)
− kjEi,j , (21)

Where kj > 0 is the incentive needed in terms of the number
of excess bits at the expense of per unit of computing energy at
DUE j. We refer to kj as the trading factor. DUE j decides to
participate in the joint DUE-cloud offloading mode if Ui,j ≥ 0.

Furthermore, the participating DUE j can impose a minimum
computation frequency allocation fmin

j ∈ (0, fmax
j ). If such a re-

striction is imposed, using (12), (21), and the constraintUi,j ≥ 0,

we have: Incentive bit gain≥ kjγcβif
min
j

2
bi,j . Therefore, by

imposing the minimum computation frequency allocation con-
straint, the DUE has the flexibility to receive compensation for
the number of bits that it computes for the CUE in terms of the
incentive bit gain that it receives for a fixed value of kj , γc, and
βi. When a DUE is willing to participate in the joint-DUE cloud
offloading mode based on the incentive bit gain as compensation
for its computation energy consumption, it can declare fmin

j = 0,
and if the DUE decides to participate based on the incentive
bit gain as completely dependent on the number of bits that it
computes, it can declare fmin

j = fmax
j . Each DUE j may choose

the value of the trading factor based on excess information it
would like to receive in the downlink and its remaining battery
energy. The effect of various values of the trading factor is
discussed in Section VI.

Remark 1: If gBS,i < gBS,j , downlink NOMA transmission
rate for DUE j is upper bounded by rOMA

BS,j . Thus, DUE j can
not receive any incentive bit gain by participating with CUE i
in joint DUE-cloud offloading mode. Hence, the CUE operates
in cloud-only mode, which we discuss in Section III-C.

B. Joint DUE-Cloud Offloading for Channel Condition 2

We now briefly describe the joint DUE-Cloud offloading if
the channel condition gi,j < gi,BS is satisfied. Note that Remark
1 also holds in this case. Let ti,j be the transmission duration.
The CUE offloads bEC

i,j bits of its task φi to the edge cloud and
sends bi,j + bri,j bits to DUE j in the time of ti,j , where bi,j is
the number of bits of CUE i’s task to be computed at DUE j,
bri,j represents the number of incentive bits sent by the BS to
the CUE in time of ti,j using downlink NOMA. Furthermore,
bli,j = bi − bEC

i,j − bi,j bits of the task φi is computed at CUE i.
The operation at different devices for CUE’s task completion
and task data flow is shown in Fig. 3(a). The uplink-downlink
transmission protocol is shown in Fig. 3(b). Since we have gi,j <
gi,BS, using SIC at the BS, the transmission rate from CUE i to
BS is rBS

i,j = Bu log(1 + PBS
i,j gi,BS/N0) and rate ri,j from CUE

i to DUE j is ri,j = Bu log(1 + Pi,jgi,j/(N0 + PBS
i,j gi,j)). The

overall energy consumption at CUE i to complete the task φi is:

E′
i,j = ti,jN0

((
1
gi,j

− 1
gi,BS

)
f

(
bi,j + bri,j
ti,jBu

)

+
1

gi,BS
f

(
bi,j + bEC

i,j + bri,j
ti,jBu

))
+

γcβ
3
i b

l
i,j

3

T l
i,j

2 , (22)

and CUE i’s task completion time is:

T ′
i,j = max

(
T l
i,j , ti,j + Ti,j , ti,j + T EC

i,j

)
. (23)

Here, T l
i,j , and Ti,j are defined in (9) and (11), respectively, and

T EC
i,j = βib

EC
i,j/Fi. The utility, U ′

i,j , of DUE j can be expressed
as:

U ′
i,j = bri,j + ti,j(r

′
BS,j − rOMA

BS,j )− kjEi,j , (24)
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Fig. 3. Joint DUE-cloud Offloading for gi,j < gi,BS (a) Operations at different devices for CUE i’s task completion and task data flow (b) Uplink and downlink
transmission.

whereEi,j , and rOMA
BS,j are expressed in (12) and (20), respectively

and

r′BS,j = Bd log

⎛
⎝ N0gBS,i + PBSgBS,igBS,j

N0gBS,i +N0gBS,jf
(

bri,j
ti,jBd

)
⎞
⎠ .

Remark 2: If the CUE simultaneously transmits bEC,1
i,j + bEC,2

i,j

and bri,j + bi,j bits (intended for the BS and DUE j, respectively)
within one time slot when gi,j > gi,BS, the interference cannot
be eliminated at the BS since a superimposed signal of task bits
and relay bits are received at the BS. The proposed transmission
protocol in Section III-A is efficient in the sense that interference
at both DUE j and the BS can be eliminated in slot 2. However,
interference cancellation at both CUE-DUE and CUE-BS links
is not possible when gi,j < gi,BS.

C. Cloud-Only Offloading

In this case, CUE k’s (k ∈ {1, .., N}) task completion time is
given by:

Tk = max
(
T l
k, tk + T EC

k

)
. (25)

Here, tk, T EC
k = βkb

EC
k /Fk, and T l

k = βk b
l
k/fk are, respec-

tively, delay to offload bEC
k bits, edge cloud’s computation time

of bEC
k bits, and CUE k’s computation time of blk bits. Hence, we

have blk + bEC
k = bk.

The communication energy consumption to offload bEC
k bits

to the edge cloud in time tk is tkN0/gk,BSf(b
EC
k /tkBu), and

the energy consumption to compute blk bits locally in time T l
k is

γcβ
3
kb

l
k

3
/T l

k
2
. Therefore, the total energy consumption at CUE

k to complete the task φk is:

Ek =
tkN0

gk,BS
f

(
bEC
k

tkBu

)
+

γcβ
3
kb

l
k

3

T l
k

2 . (26)

If a DUE j ∈ M is not assigned any CUE to operate in the
joint DUE-cloud offloading mode, it receives information at the
downlink orthogonal transmission rate, i.e., at rOMA

BS,j .

IV. PROBLEM FORMULATION

In the considered network, joint DUE-cloud offloading may
be more beneficial (in terms of task completion time) than the
cloud-only mode for one or more CUEs. Therefore, to minimize
the task completion time of all CUEs, each of these CUEs should
be paired with a DUE, while the rest of the CUEs should employ
cloud-only mode. To formulate the assignment decision for each
CUE and DUE in the network, we denote the following sets: Let
π denote a set partition of N ∪M such that there is a CUE and
a maximum of one DUE in each subset, and letΠ denotes the set
of all these possible partitions. For instance, with N = {1, 2}
and M = {1}, we have:

Π = {{{1, 1}, {2}} , {{1}, {2, 1}} , {{1}, {2}}} . (27)

In each subset, the first and second members are, respectively,
the CUE and DUE. For instance, the partition {{1, 1}, {2}}
states that CUE 1 is paired with DUE 1 to operate in joint DUE-
cloud offloading mode, and CUE 2 is in cloud-only mode. We
refer to each of these partitions as a CUE-DUE assignment. Let
ρπ and ζπ indicate the group of all subsets of π with size one and
two, respectively. For example, ifπ = {{1}, {2, 1}}, ζπ consists
of {2, 1} and ρπ includes {1}. Also, let ζ1

π, ζ
2
π (ζ1

π

⋃
ζ2
π = ζπ) be

the group of all subsets of π such that for each subset {i, j} ∈ ζ1
π

and {m,n} ∈ ζ2
π , we have gi,j > gi,BS and gm,n < gm,BS, re-

spectively. For example, in case π = {{1}, {2, 1}} and assum-
ing g2,1 > g2,BS, we have ζ1

π = {2, 1}, and ζ2
π = ∅.

We define the maximum task completion time among all the
CUEs as follows:

T N = max

(
max

{i,j}∈ζ1
π

Ti,j , max
{m,n}∈ζ2

π

Tm,n,
′ max
k∈ρπ

Tk
)
. (28)

In this paper, we aim to minimize T N considering the following
optimization variables: Deciding the CUEs that employ cloud-
only mode, assigning a DUE to each CUE that employs joint
DUE-cloud offloading mode, offloaded computation shares, the
number of incentive bits that each CUE relays to the paired DUE,
transmission time, the edge cloud resource distribution among
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the CUEs, and computation resource (equivalently computation
time) at each user device. Formally, the problem is:

min
π∈Π,F ,bπ,tπ,Tπ

T N

s.t. Ui,j , U
′
m,n ≥ 0, ∀{i, j} ∈ ζ1

π, {m,n} ∈ ζ2
π (29a)

Ei,j ≤ Eth,i, E′
m,n ≤ Eth,m, Ek ≤ Eth,k

∀{i, j} ∈ ζ1
π, {m,n} ∈ ζ2

π, k ∈ ρπ (29b)

N∑
l=1

Fl ≤ F (29c)

βib
l
i,j

fmax
i

≤ T l
i,j , ∀{i, j} ∈ ζπ (29d)

βibi,j
fmax
j

≤ Ti,j , ∀{i, j} ∈ ζπ (29e)

βibi,j
fmin
j

≥ Ti,j , ∀{i, j} ∈ ζπ (29f)

βkb
l
k

fmax
k

≤ T l
k, ∀k ∈ ρπ (29g)

bli,j + bi,j + bEC,1
i,j + bEC,2

i,j = bi, {i, j} ∈ ζ1
π (29h)

blm,n + bm,n + bEC
m,n = bi, {m,n} ∈ ζ2

π (29i)

blk + bEC
k = bk ∀k ∈ ρπ. (29j)

Here, bπ is the set consisting of variables bli,j , bi,j , b
EC,1
i,j , bEC,2

i,j ,
bri,j , blm,n, bm,n bEC

m,n, brm,n, blk and bEC
k , and tπ is the set

consisting of variables t1
i,j , t

2
i,j , tm,n and tk for {i, j} ∈ ζ1

π ,
{m,n} ∈ ζ2

π , k ∈ ρπ . Also, Tπ is the set consisting of variables
T l
i,j , Ti,j and T l

k for {i, j} ∈ ζπ , k ∈ ρπ , and F is the set
consisting of variables Fl, for l ∈ N . The constraints (29a)
capture DUEs’ incentive requirements. The constraints (29b)
indicate that each CUE i’s energy consumption is bounded by an
energy threshold. Constraint (29c) specifies that the computing
power allocated by the edge cloud to all CUEs cannot exceed
its total computing power. The constraints (29d), (29e), and
(29g) guarantee that the allocated computation frequencies of
the CUEs and DUEs stay below their respective limits. DUE j’s
minimum computation resource allocation is captured in (29f).
Finally, (29h), (29i), and (29j) guarantee that the total task bits for
each CUE is equal to the sum of local computation bits and the
offloaded bits. The difficulty in solving (29) can be explained
as follows: (i.) Given a CUE-DUE assignment π ∈ Π, (29) is
non-convex, (ii.) An exhaustive search over all possible assign-
ments is needed to solve the CUE-DUE assignment problem.
Next, we present a sub-optimal, low-complexity solution that
can be implemented in a centralized manner. We assume that
knowledge of the network state, i.e., the information on CUEs’
computation task parameters and global channel state is avail-
able at a central controller. Therefore, the controller can design
and coordinate the communication and computation cooperation
among the CUEs and DUEs. This serves as a performance

upper bound (or completion time lower bound) for practical
situations where only partial knowledge of the network state is
available.

Remark 3: The utility function is designed such that if
bi,j = 0, {i, j} ∈ ζ1

π , the constraint (29a) is satisfied at equality
(i.e., Ui,j = 0) by setting bri,j = 0, which signifies that if CUE
i does not offload any computation bits to DUE j, it does
not need to forward any information to DUE j from the BS
and the DUE receives information according to the rate rOMA

BS,j .
Similar observations can be drawn for each CUE-DUE pair
{m,n} ∈ ζ2

π .

V. PROPOSED SOLUTION

The problem (29) is divided into two sub-problems as follows:
A. computation time allocation, transmission time allocation,
sharing of task bits and incentive bits, and CUE-DUE assignment
optimization, and B. cloud computation resource allocation. The
sub-problems A and B are solved sequentially at each iteration,
and this procedure is repeated until the completion time objective
converges. Let ‘p’ denote the iteration counter of the proposed
algorithm.

A. Allocation of Computation Time, Transmission Time,
Sharing of Task and Incentive Bits, and CUE-DUE
Assignment Optimization

In each iteration p, (29) is solved for a fixed cloud resource
allocation F p = [F p

1 , .., F
p
N ], where F p

i is the cloud computing
power assigned to CUE i, i ∈ {1, .., N}, at iteration p. Conse-
quently, we have the following optimization problem:

min
π∈Π,bπ,tπ,Tπ

max

(
max

{i,j}∈ζ1
π

Ti,j , max
{m,n}∈ζ2

π

T ′
m,n,max

k∈ρπ

Tk
)

s.t. (29a), (29b), (29d)–(29j) (30)

We first discuss the solution strategy of (30) for a fixed CUE-
DUE assignment π. For a fixed CUE-DUE assignment π, (30)
decouples into the following sub-problems:

min
ti,j ,T

l
i,j ,Ti,j ,b

l
i,j

bi,j ,b
EC,1
i,j ,bEC,2

i,j ,bri,j

Ti,j

s.t. Ui,j ≥ 0

Ei,j ≤ Eth,i

βib
l
i,j

fmax
i

≤ T l
i,j ,

βibi,j
fmax
j

≤ Ti,j ,

βibi,j
fmin
j

≥ Ti,j ,

bli,j + bi,j + bEC,1
i,j + bEC,2

i,j = bi (31)
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for all {i, j} ∈ ζ1
π:

min
tm,n,T

l
m,n,Tm,n,b

l
m,n

bm,n,b
EC
m,n,b

r
m,n

T ′
m,n

s.t. U ′
m,n ≥ 0

E′
m,n ≤ Eth,m

βmblm,n

fmax
n

≤ T l
m,n,

βmbm,n

fmax
n

≤ Tm,n,

βnbm,n

fmin
n

≥ Tm,n,

blm,n + bm,n + bEC
m,n = bm (32)

for all {m,n} ∈ ζ2
π , and:

min
tk,blkb

c
k,EC

Tk

s.t. Ek ≤ Eth,k

βkb
l
k

fmax
k

≤ T l
k,

blk + bEC
k = bk (33)

for all k ∈ ρπ . Next, we provide a solution strategy for each of
these sub-problems. We leverage these solutions to solve (30).

1) Optimal Computation Time, Transmission Time, Sharing
of Task and Incentive Bits: Using (12)–(15), (19), and (21), the
optimization problem in (31) can be written as:

min
χ

V

s.t. T l
i,j ≤ V

t1
i,j + Ti,j ≤ V

t1
i,j + t2

i,j +
βi(b

EC,1
i,j + bEC,2

i,j )

F p
i

≤ V

(t1
i,j + t2

i,j)Bd log

⎛
⎝ N0gBS,i + PBSgBS,igBS,j

N0gBS,i +N0gBS,jf(
bri,j

(t1
i,j+t2

i,j)Bd
)

⎞
⎠

+ bri,j − (t1
i,j + t2

i,j)r
OMA
BS,j − kj

γcβ
3
i b

3
i,j

Ti,j
2 ≥ 0

t1
i,jN0

((
1

gi,BS
− 1

gi,j

)
f

(
bEC,1
i,j

t1
i,jBu

)

+
1
gi,j

f

(
bi,j + bEC,1

i,j

t1
i,jBu

))
+ t2

i,jN0

(
1
gi,j

f

(
bri,j

t2
i,jBu

)

+
1

gi,BS
f

(
bEC,2
i,j

t2
i,jBu

))
+

γcβ
3
i b

l
i,j

3

T l
i,j

2 ≤ Eth,i

βib
l
i,j

fmax
i

≤ T l
i,j ,

βibi,j
fmax
j

≤ Ti,j
βibi,j
fmin
j

≥ Ti,j

bli,j + bi,j + bEC,1
i,j + bEC,2

i,j = bi (34)

Here, V is a slack variable and χ is the set containing variables
V , ti,j , T l

i,j , Ti,j , bli,j bi,j , bEC,1
i,j , bEC,2

i,j , and bri,j .
Proposition 1: The optimization problem (34) is convex.
Proof: See Appendix. A
Since (34) is a convex problem, we can solve it efficiently with

convex optimization tools, such as CVX [31], [32]. Similarly, we
can show that (32) and (33) are convex optimization problems.
Therefore, we can solve these problems using CVX. Let the
optimal objective values obtained by solving (31), (32) and (33)
be Ti,j , T ′

m,n, and Tk, respectively.
2) DUE Assignments: For a given assignment π,

the optimal solution of (30) is max (max{i,j}∈ζ1
π

Ti,j ,
max{m,n}∈ζ2

π
Tm,n,

′ maxk∈ρπ
Tk). Consequently, (30)

simplifies to the following CUE-DUE assignment problem:

min
π∈Π

max

(
max

{i,j}∈ζ1
π

Ti,j , max
{m,n}∈ζ2

π

Tm,n,
′ max

k∈ρπ

Tk

)
, (35)

We can obtain the optimal solution of (35) by examining all
possible CUE-DUE assignments π ∈ Π and solving (31), (32)
and (33) for each ζ1

π ∈ π, ζ2
π ∈ π, and ρπ , respectively. The

exhaustive search method has high computational complexity
and can not be implemented in practice. We solve (35) using a
low-complexity graph-theoretic matching algorithm.

We first describe some concepts of bipartite graph match-
ing [33], [34]. A graph G that is comprised an edge set E and a
vertex set V is bipartite graph if the vertex set can be partitioned
into subsets V1 and V2, such that each edge e ∈ E connects a
vertex inV1 to one inV2. A matching in graphG is a set of edges
without common vertices. A maximum matching in graph G is
a matching containing the largest possible number of edges.

Returning to (35), the following steps are used to transform
the problem into a bipartite graph matching problem:

1) We represent the network as a bipartite graph such that ver-
tices v1

i ∈ V1 and v2
j ∈ V2 represent CUE i ∈ {1, .., N}

and DUE j ∈ {1, ..,M}, respectively.
2) For each CUE-DUE pair i, j, assign a weight to the

corresponding edge (vi1, v
j
2) as follows: (i.) If gi,j > gi,BS

and gBS,i > gBS,j , the weight of the edge (v1
i , v

2
j) is

ω(vi
1 ,v

j
2 )

= Ti,j , where Ti,j is obtained by solving (31),

(ii.) If gi,j < gi,BS and gBS,i > gBS,j , thenω(vi
1 ,v

j
2 )

= T ′
i,j ,

where T ′
i,j is obtained by solving (32).

3) If the condition gBS,i > gBS,j is not satisfied, the sum
transmission rate of the BS to DUE j and BS to CUE i links
is upper-bounded by rOMA

BS,j and hence, the joint DUE-cloud
offloading is not beneficial to DUE j. Therefore, to avoid
pairing between CUE i and DUE j, the vertices v1

i and v2
j

are not connected by an edge.
4) Next, N dummy vertices are added to V2 to subsume

the cloud-only offloading option. Here, the edge between
vertex v1

i and the ith dummy vertex, i.e., vertex v2
M+i,

i ∈ {1, .., N}, corresponds to CUE i’s cloud-only offload-
ing mode. Each edge (v1

i , v
2
M+i) is assigned a weight
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based on the completion time of the CUE i in cloud-only
mode, i.e., ω(v1

i,v
2
M+i)

= Ti.
Let Φ denote the set containing all maximum matchings of

this graph. Therefore, by following the above steps, the problem
(35) reduces to the bottleneck matching (BM) problem of the
graph, which is defined as finding the maximum matching whose
largest edge weight is minimum, i.e.:

min
φ∈Φ

max
(vi

1 ,v
j
2 )∈φ

ω(vi
1 ,v

j
2 )
, (36)

Since, the graph has maximum ofMN +N edges and 2N +M
vertices, we can solve (36) optimally using the BM algorithm in
time O(max(N 2

√
M,M 2

√
N)) [34]. If the output bottleneck

matching contains the edge that connects vertices vi1 and vM+i
2 ,

i ∈ {1, .., N}, CUE i operates in cloud-only mode. Note that the
condition gBS,i > gBS,j may not be satisfied for many CUE-DUE
pairings in a network. Therefore, it may not be necessary to
calculate Ti,j or T ′

i,j for all possible CUE-DUE pairings i, j.
Let πp+1 be the optimal solution of (35). For each CUE-DUE

pair {i, j} ∈ ζ1
πp+1 , let bl,p+1

i,j , bp+1
i,j , bEC,1,p+1

i,j , bEC,2,p+1
i,j , br,p+1

i,j ,

t1,p+1
i,j , t2,p+1

i,j , T l,p+1
i,j , and T p+1

i,j be the local computation task
bits, task bits offloaded to DUE j, task bits to the offloaded
edge cloud at slot 1, task bits offloaded to the edge cloud at
time slot 2, incentive bits, duration of the first time slot, second
time slot duration, local computation delay, and computation
delay at the DUE obtained by solving (31) optimally. Here,
we use the notation (·)p+1 to represent the value obtained for
each variable (·) by solving (31) at the pth iteration. Let, the
optimized total offloaded bits to the edge cloud and the total
offload duration be denoted by bEC,p+1

i,j and tp+1
i,j , i.e., bEC,p+1

i,j =

bEC,1,p+1
i,j + bEC,2,p+1

i,j , tp+1
i,j = t1,p+1

i,j + t2,p+1
i,j . For each CUE-

DUE pair {m,n} ∈ ζ2
πp+1 , let bl,p+1

m,n , bp+1
m,n, bEC,p+1

m,n , br,p+1
m,n , tp+1

m,n,
T l,p+1
m,n , and T p+1

m,n be the optimal values of each of the variables
obtained by solving (32). Similarly, for each CUE k ∈ ρπ in
cloud-only mode, bl,p+1

k , bEC,p+1
k , tp+1

k , and T l,p+1
k be the values

of the variables obtained by solving (33) optimally. Therefore,
we express the solution to (30) as X p+1, which includes πp+1

and the value of the variables obtained by solving (31), (32), and
(33) for {i, j} ∈ ζ1

πp+1 , {m,n} ∈ ζ2
πp+1 , k ∈ ρπm+1 .

B. Cloud Resource Allocation

The terms T l
i,j , t1

i,j + Ti,j , T l
m,n, tm,n + Tm,n, and T l

k in the
objective function of (29) as well as the constraints (29a), (29b),
and (29d)–(29j) are independent of the cloud resource allocation.
Consequently, (29) transforms into the following problem when
the edge cloud’s computing power allocated to the CUEs are
variables and all other variables are fixed based on the values in
X p+1:

min
V,F

V

s.t. tp+1
i,j +

βib
EC,p+1
i,j

Fi
≤ V {i, j} ∈ ζπp+1

s.t. tp+1
k +

βkb
EC,p+1
k

Fk
≤ V k ∈ ρπp+1

N∑
l=1

Fl ≤ F (37)

Since (37) is a convex problem, we can solve it optimally using
CVX. To reduce the number of variables in the optimization
problem, the following proposition is useful.

Proposition 2: The optimal cloud resource allocation for the
problem (37) can be obtained using the following steps: First,
find the optimal cloud resource allocation for CUE i (which is
paired with DUE j) as F p+1

i by solving the following: equation:

F p+1
i +

∑
{q,r}∈ζπp+1 ,
{q,r}
={i,j}

βqb
EC,p+1
q,r F p+1

i

F p+1
i

(
tp+1
i,j − tp+1

q,r

)
+ βib

EC,p+1
i,j

+
∑

k∈ρπp+1

βkb
EC,p+1
k F p+1

i

F p+1
i

(
tp+1
i,j − tp+1

k

)
+ βib

EC,p+1
i,j

− F = 0,

(38)

using a root-finding algorithm such as bisection search within the
range [0, F ]. Next, the optimal cloud resource allocated to each
CUE q, which is paired with DUE r ({q, r} ∈ ζπp+1 , {q, r} 
=
{i, j}) in joint DUE-cloud offloading mode and each CUE
k ∈ ρπp+1 in cloud-only mode, are given by:

F p+1
q =

βqb
EC,p+1
q,r F p+1

i

F q+1
i

(
tp+1
i,j − tp+1

q,r

)
+ βib

EC,p+1
i,j

F p+1
k =

βkb
EC,p+1
k F p+1

i

F p+1
i

(
tp+1
i,j − tp+1

k

)
+ βib

EC,p+1
i,j

. (39)

Proof: See Appendix. B
Let the cloud resource allocation solution in the p+ 1th

iteration be F p+1 = {F p+1
i , F p+1

k }, i ∈ ζπp+1 , k ∈ ρπp+1 .

C. Iterative Algorithm

We now propose a block-coordinate descent algorithm [35]
to solve (29) iteratively. At each iteration p, the problem is
solved into two phases. In the first phase, problem A is solved
for a fixed cloud resource allocation F p and X p+1 is obtained.
Next, the output of this phase, X p+1, is used as the input to the
next step in which problem B is solved and F p+1 is obtained.
This process is continued until the completion time objective
converges. At the pth iteration, the objective value is denoted
by T N (X p+1,F p+1). The detailed process is summarized in
Algorithm 1.

Convergence Analysis: The convergence of Algorithm 1
is proved in the following manner. First, in Step 2, (30)
is optimally solved. Hence, we have T N (X p+1,F p) ≤
T N (X p,F p). Since (37) is solved optimally, we have
T N (X p+1,F p+1) ≤ T N (X p+1,F p). Using these steps, we
show that T N (X p+1,F p+1) ≤ T N (X p,F p) i.e., objective
value after each iteration is non-increasing. Furthermore, since
the objective value is lower-bounded by a finite value, conver-
gence of Algorithm 1 is guaranteed.

Computational Complexity: At each iteration in Algorithm 1,
(31) or (32) is solved for a maximum of MN CUE-DUE pairs
and (33) is solved for all N CUEs. Next, the bipartite graph is
constructed, and BM algorithm is applied on this graph. The
worst case time requirement for (31), (32) or (33) do not depend
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Algorithm 1: Iterative Solution to (29).

1: Set p = 1 and initialize F p according to equal
computation resource allocation, i.e., F p

l = F/N ,
l ∈ {1, .., N}.

2: Solve (30) for given F p following the steps described
in Section V-A and represent the optimal solution as
X p+1.

3: Solve (37) given X p+1 and represent the optimal
solution as F p+1.

4: p = p+ 1.
5: Go to step 2 and repeat until the objective function

converges i.e., T N (X p,F p)− T N (X p+1,F p+1) ≤ ε,
0 < ε � 1.

on the number of CUEs and DUEs. Hence, worst case time
complexity of this step is on the order ofMN . The BM algorithm
has a time complexity O(max(N 2

√
M,M 2

√
N)). Hence, the

worst case time complexity of the Algorithm 1 is determined
by the time complexity of the BM algorithm. Furthermore,
we have shown in Section VI that the proposed algorithm
converges within a limited number of iterations. Therefore,
we can conclude that the worst case computational complexity
of the proposed algorithm is significantly lower compared to
directly solving (29), which is non-convex for a given CUE-DUE
assignment, and requires a search over (M +N)!/M ! number
of assignments.

VI. NUMERICAL RESULTS

In this section, the performance of the proposed joint op-
timization strategy is evaluated through numerical simulations.
To understand the interplay between different optimization vari-
ables, we first consider a simple network with a single CUE and
and a single DUE. Then, we evaluate the performance of the pro-
posed scheme in a multi-user setting. Furthermore, we have also
compared its performance with existing related work in the case
of both network settings. The fading is modeled as Rayleigh.
The path-loss (in dB) is given by 37.6 log10(d[km]) + 128.1.
The simulation parameters, unless mentioned otherwise, are as
follows: PBS = 45 dBm, βi uniformly distributed in [500, 1500]
cycles/bit, bi uniformly distributed in [200, 400] Kbits, F = 20
GHz, fi and fj are uniformly distributed in [1, 3] GHz, Eth =
0.05 J, γc = 10−28, N0 = −174 dBm/Hz, and ε = 10−4.

A. Single CUE-DUE

The distances between the CUE to BS, DUE to BS, and
CUE to DUE are 80 m, 150 m, and 70 m respectively. The
computation frequency of the CUE and DUE are 1 GHz and
3 GHz, respectively, bi = 200 Kbits, βi = 1000 cycles/bit, and
the cloud computing frequency allocated to the CUE is 4 GHz.
The uplink and downlink bandwidth are 4 MHz. Each point in
the figures represents the average performance of 2000 channel
realizations. Note that the proposed joint strategy is optimal for
the single CUE-DUE scenario since we optimally solve (31)

Fig. 4. Completion time vs trading factor.

and (32). We compare the proposed scheme with the following
benchmark scheme:
� MEC Offloading: The CUE operates in cloud-only mode.

The completion time is minimized by deciding the com-
putation offloading duration and the share of task bits.
The optimization problem can be expressed according to
(33) and can be solved using CVX. This strategy is also
investigated in [11, Problem P1].

In Fig. 4, we analyze the completion time for the proposed
joint optimization strategy with varying trading factor when
fmin
j = 1.5 GHz and fmin

j = 2.5 GHz. At the optimal solution,
the first constraint in (31) is met with equality, and the increase
in trading factor is mainly compensated by the decrease in CPU
frequency at the DUE (i.e., increase in computation delay at
the DUE) or increase in incentive bit gain (i.e., increase in the
duration of transmission second slot). Therefore, the completion
time increases with an increase in the trading factor using the
proposed strategy. It can be observed that a significant reduction
in completion time can be achieved by the proposed strategy
along with providing a large incentive bit gain for the DUE
when the trading factor is neither too high nor too low. For
example, when fmin

j = 2.5 GHz and the trading factor is 106, the
completion time is reduced by 53% compared to MEC offloading
scheme, and the incentive bit gain is 7.5 × 104 bits.

In Figs. 5 and 6, we examine the incentive bit gain and
computation resource allocation at the DUE, respectively, to
further understand the performance of the proposed strategy
with varying trading factor. As the trading factor increases up to
106, incentive bit gain increases. Since the value of the trading
factor is low in this region, a large number of computation bits
can be offloaded to the DUE and computed using the allocated
CPU frequency fj = fmax

j at the DUE j, such that efficient
management of the task computation delay is achieved at the
price of a small increase in offloading delay. For higher values
of the trading factor (> 106), the DUE’s computation resource
allocation fj decreases with the increase in trading factor. The
reason is that the value of the trading factor is high in this
region, and compensating for the increase in trading factor with
an increase in incentive bit gain would result in a significant
increase in transmission delay (and therefore the task completion
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Fig. 5. Incentive bit gain vs. trading factor.

Fig. 6. Computation power allocation at the DUE vs. trading factor.

time), while compensating for the increase in trading factor with
a decrease in the computation power allocation is more efficient
since the term Ei,j is related to computation resource allocation
fj as a power of 2. The completion time decreases slowly with
the increase in trading factor up to fj = fmin

j . When fmin
j = 2.5

GHz (or fmin
j = 1.5 GHz) and trading factor increases beyond

2 × 106 (or 4.8 × 106), the DUE’s computation resource allo-
cation remains fixed at fj = fmin

j . With the increase in trading
factor from 2 × 106 to 4.8 × 106 for fmin

j = 2.5 GHz, the num-
ber of relay bits transmitted from the CUE to DUE remains
high, and it increases linearly with the increase in the trading
factor. Therefore, the offloading delay and task completion time
of the CUE increase at the same rate. When the trading factor
is greater than 4.8 × 106 and fmin

j = 2.5 GHz, offloading large
computing bits at the DUE would lead to a significant increase
in incentive bits, and hence the offloading delay that can not
be compensated for by the time savings of the DUE’s parallel
computing. Therefore, the share of task bits and the number of
incentive bits sent from the CUE to the DUE approaches zero.
In this case, the proposed strategy achieves the same completion
time as the MEC offloading scheme.

In Fig. 7, we investigate the offloading delay and computation
times for the CUE’s task at each computing device for a given
channel instance. The CUE to BS, DUE to BS, and CUE to DUE
links have channel gains of 1.19, 0.83, and 1.22, respectively.
For the MEC offloading strategy, local computation time, MEC
computation time, and offloading delay are 0.0410, 0.0399, and

Fig. 7. Computation time and offloading delay comparison.

Fig. 8. Completion time vs CUE’s energy threshold for task completion.

0.0013 sec., respectively. The computation time is well balanced
across different devices in the case of both strategies. Also,
the computation time is seen to dominate the offloading time,
particularly for the MEC offloading strategy. We can observe
that a trade-off between offloading delay and computation time
at various devices is achieved by the proposed scheme. Specifi-
cally, by trading offloading delay for computation resources, the
computation time of the task is reduced significantly compared
to the MEC offloading strategy, and thus completion time is
improved.

In Fig. 8, we evaluate the performance of the proposed scheme
and MEC offloading strategy when the CUE’s energy threshold
for task completion increases from 8 × 10−5 to 0.0048. The
task completion time decreases with the increase in the CUE’s
energy threshold up to 0.0024 for the proposed strategy. The task
completion time of the proposed strategy remains unchanged
if the CUE’s energy threshold is increased further. The reason
is that the energy threshold is high enough that the energy
constraint in the optimization problem is not applicable. As
the energy threshold increases from 8 × 10−5 to 0.0048, the
reduction in CUE’s task completion time compared to MEC
offloading varies between 54–62%.

B. Multiple CUEs and DUEs

Here, we consider a network of size 100 × 100 m2 in which
an equal number of CUEs and DUEs are uniformly distributed.
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Fig. 9. Convergence analysis of Algorithm 1.

The location of the BS is (50, 50). The total available uplink
(downlink) bandwidth is 20 MHz, which is equally distributed
among the CUEs (DUEs). The trading factor is set to 106. Each
point in the figures represents the average performance of 200
random realizations of users’ locations. In this network setting,
we compare the performance of the proposed strategy with the
following benchmark techniques.

1) MEC Offloading with Cloud Resource Allocation: Each
CUE employs the cloud-only mode. In this case, the prob-
lems (33) and (37) are solved iteratively by considering
ρπm+1 = N , ζπm+1 = ∅ at each iteration to obtain the final
results.

2) DUE Offloading: Edge cloud resources are not utilized.
Each CUE either computes all the task bits locally or
offloads a share of its task to a DUE and sends incentive
relay bits to the DUE. Selection of the DUE for each CUE,
the share of task bits, relay bits, offload duration, and
computation time at the CUEs and DUEs can be obtained
by following the solution scheme proposed in Section V-A.

3) Random Association Optimal Parameters (RAOP): Here,
a DUE is randomly assigned to each CUE. The values of
other decision variables are obtained by iteratively solving
(31), (33), and (37).

4) NOMA Non-cooperative: According to the transmission
strategy proposed in [21], the CUEs offload their tasks over
the same channel using NOMA. Specifically, we imple-
mented the offloading solution proposed in [21, Problem
(9)].

Fig. 9, shows that the proposed algorithm converges within
a limited number of iterations. Note that the cloud resource is
equally distributed to the CUEs in iteration 1 of Algorithm 1.
We can observe that, compared to the equal cloud resource
allocation, optimizing all variables jointly (6th iteration) results
in a 56% reduction in the completion time.

In Fig. 10, we compare the network completion time of the
proposed scheme with the benchmark schemes as the number
of nodes in the network varies from 10 to 50. The number of
CUEs and DUEs are equal and vary from 5 to 25. The local
completion time, i.e., maximum task completion time among all
CUEs when each CUE’s task is executed only locally at its own
processor, is also shown in Fig. 10. It can be observed that the
completion time increases for all the strategies with an increase
in network size. The reason is that the available cloud resource
per CUE decreases, and the allocated bandwidth to each node
decreases, as the number of CUEs and DUEs increases. The rate

Fig. 10. Completion time vs. network size.

Fig. 11. Bit gain in number of bits vs. network size.

of increase in completion time for the DUE offloading scheme is
slower compared to other schemes since its performance is only
affected by the per node bandwidth reduction while bandwidth,
as well as cloud resource per CUE, affects the performance
of the other schemes. As the network size varies from 10 to
50, the reduction in the network completion time compared
to the MEC offloading strategy increases from 32% to 51%.
The average number of CUEs that employ joint-DUE cloud
offloading mode when network size varies from 10 to 50 are
3.3, 7.5, 11.7, 16.1, and 20.6. The NOMA non-cooperative
scheme has a significantly higher completion time compared
to the other strategies. The reason is that the computation delay
at the edge cloud is assumed to be negligible in [21], and if such
an assumption does not hold, the completion time of the task
at the edge cloud is not balanced across different users. Also, it
can be observed that offloading the CUE’s tasks to the DUEs is
preferable compared to MEC offloading when the network size
is greater than 20.

The average incentive bit gain and rate gain (i.e., incentive bit
gain per unit transmission time) performances at the DUEs with
the variation of network size are demonstrated in Figs. 11 and 12,
respectively. It can be observed that, on average, a large incentive
bit gain (compared to the orthogonal transmission) is received
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Fig. 12. Rate gain vs. network size.

TABLE I
AVERAGE ENERGY SAVING (IN PERCENTAGE) COMPARED TO

MEC OFFLOADING WITH VARYING NETWORK SIZE

at a participating DUE using the proposed strategy, particularly
when CUE-DUE assignment is random. The RAOP strategy has
a higher bit gain or rate gain compared to the proposed method.
The reason is that a higher bit gain (or rate gain) between a
CUE-DUE pairing results in an increase in task completion time,
and therefore, the assignment for which network completion
time is minimized has a lower bit gain or rate gain compared to
another assignment that is chosen randomly. Due to offloading
a share of computation to the DUE, the number of computation
bits offloaded to the edge cloud is reduced compared to the
MEC offloading scheme, which results in energy saving at the
edge cloud. In Table I, the average energy saving (compared to
the MEC offloading) with a varying number of nodes in the
network is shown. A large energy saving at the edge cloud
is achieved compared to the MEC offloading strategy across
different network sizes.

Next, we compare the proposed solution strategy with an
empirically-obtained, globally-optimal solution. It has been
shown in Section V that (29) can be solved optimally for a given
cloud resource allocation. Therefore, we consider a nested loop
based exhaustive search method to find the empirically-obtained,
globally-optimal solution such that, in the inner loop, (29) is
solved optimally for a given cloud resource allocation, and in
the outer loop, a search over a very large number of cloud
resource allocations is conducted. The cloud resource allocation
that achieves the minimum value of T N is selected as the desired
solution. We consider networks of two different sizes: 1) two
CUEs and two DUEs, i.e., four users and 2) three CUEs and
three DUEs, i.e., six users. To obtain a finite set of cloud resource
allocation search space, the total cloud resources are quantized
into equal cloud resource chunks. The quantization parameter is
denoted by Q. Then, the cloud resource allocation for four-user
and six-user networks can be expressed as {F1 = i× F/Q,
F2 = j × F/Q} and {F1 = p× F/Q, F2 = q × F/Q, F3 =

TABLE II
PERFORMANCE COMPARISON OF THE PROPOSED SCHEMES WITH EMPIRICALLY

OBTAINED GLOBALLY OPTIMAL SOLUTION FOR DIFFERENT NETWORK SIZES

r × F/Q}, respectively, such that i, j in case of the four-user
network or p, q, r in case of the six-user network are positive
integers, and the values of these parameters are decided such
that total allocated cloud resource among the CUEs is equal to
F . We set Q = 300 and Q = 150 for the four-user and six-user
networks, respectively. The total available cloud resources are
F = 10 GHz. The results are averaged over 100 and 25 network
realizations for the four-user and six-user networks, respectively.
In Table II, we show the completion time performance of the pro-
posed strategy and the empirically-obtained, globally-optimal
solution. It can be observed that the proposed strategy performs
within 1.3−2.4% of the empirically-obtained, globally-optimal
solution. Note that we choose the value of Q to be 300 and
150 for the four-user and six-user networks for two reasons.
First, the simulation time for exhaustive search over all possible
cloud resource allocations is within a reasonable time frame.
Second, we have observed that the performance improvement
of the empirically-obtained, globally-optimal solution when the
cloud resource allocation search space is increased with larger
quantization remains within 0.1% of the performance shown in
Table II.

VII. CONCLUSION

We have proposed a framework for trading computation and
communication resources between CUEs and DUEs that leads
to a mutually-beneficial situation for the participating CUEs and
DUEs, where task computation time saving at the CUE and
downlink transmission rate increases at the DUE are obtained
by enabling NOMA in the uplink and downlink directions. We
have studied the problem of minimizing the overall completion
time of the CUEs’ tasks by jointly optimizing communication
resource, computation resource, CUE to DUE pairing, and the
share of computation and incentive bits. We have identified
a suboptimum scheme that performs efficiently, and its time
complexity is several orders of magnitude lower compared to the
exhaustive search method. We have shown that, for a network
with multiple CUEs and DUEs, the proposed strategy reduces
the task completion time by 32 to 51% and provides 38 to 55%
energy savings at the edge cloud compared to state-of-the-art
methods. Also, a large bit gain (compared to OMA) at the DUEs
can be achieved using the proposed strategy. Although these
figures might change with different parameters, we expect a
significant benefit in many cases of interest. Further improve-
ments in CUEs’ task completion times may be achieved by
exploiting uplink NOMA such that multiple CUEs can offload
their tasks within each allocated channel on top of the joint-DUE
cloud offloading mode which will be investigated in future work.
The proposed work can also be extended for a network with a
single CUE and multiple DUEs in which the CUE’s task can be
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computed at multiple DUEs, and the DUEs receive information
from the BS at a higher rate with the help of BS’s NOMA
downlink transmissions and information relaying through the
CUE. The performance of such a network can be studied in
the future. In this paper, queuing delay at the user devices and
edge cloud is not considered, which is also the case in many
prior works [7], [8], [16]–[25]. In future work, computation and
communication resource optimization in the presence of queuing
delay at the user devices and edge cloud can be studied.

APPENDIX A
CONVEXITY PROOF OF (34)

The fourth constraint of (34) can be expressed using the
following two constraints

f
(
ti,j , b

r
i,j

)
− bri,j − ti,jc+ ti,jr

OMA
BS,j + kj

γcβ
3
i b

3
i,j

Ti,j
2 ≥ 0, and

(40a)

t1
i,j + t2

i,j = ti,j . (40b)

where f(ti,j , b
r
i,j) = ti,jBd log

(
c1 + c22

br
i,j

ti,jBd

)
with

c1 = N0gBS,i −N0gBS,j and c2 = N0gBS,j , and c =
Bd log(N0gBS,i + PBSgBS,igBS,j). It is known that the
perspective operation preserves convexity [36]; that is, if
g(x) is a convex function, then so is its perspective function
tg(x/t) when t > 0. It can be shown by second order derivative

test that Bd log
(
c1 + c22

br
i,j
Bd

)
is a convex function with

respect to bri,j . Since f(ti,j , b
r
i,j) can be obtained by applying

perspective operation on Bd log
(
c1 + c22

br
i,j
Bd

)
, it is a convex

function. Similarly, the term b3
i,j/Ti,j

2 can be obtained by
using the perspective operation on convex function b3

i,j , and
therefore the fifth term in (40a) is convex. The second, third,
and fourth terms in (40a) are linear functions of bri,j , ti,j , and
ti,j , respectively. Therefore, the fourth constraint in (34) is
convex. By following proof of lemma 1 [24], we can show
that sum of the first two terms of the fifth constraint in (34)
is convex. The third, fourth and fifth terms can be obtained
by using perspective operation on the functions N0

gi,j
f
(

bri,j
Bu

)
,

N0
gi,BS

f
(

bEC,2
i,j

Bu

)
, and γcβ

3
i b

l
i,j

3
, respectively, and therefore they

are convex functions. Hence, the fifth constraint is convex. The
other constraints in (34) are linear functions. Hence, (34) is a
convex optimization problem.

APPENDIX B
PROOF OF PROPOSITION 2

It can be observed that the constraints in (37) must be satisfied
at equality for the optimal solution. Then, we have

tm+1
i,j +

βib
EC,m+1
i,j

Fm+1
i

= tm+1
p,q +

βpb
EC,m+1
p,q

Fm+1
p

= tm+1
k +

βkb
EC,m+1
k

Fm+1
k

(41)

for {i, j}, {p, q},∈ ζπm+1 , {i, j} 
= {p, q}, k ∈ ρπm+1 , and,∑
{i,j}∈ζπm+1

Fi +
∑

k∈ρπm+1

Fk − F = 0 (42)

Therefore, based on (41) and after carrying out simple algebraic
manipulations, we obtain the results in (39). Next, by using the
results in (39) into (42), we obtain (38).
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