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ABSTRACT

The mainstream approach to image quality assessment has centered around accurately modeling the single most relevant strategy employed by the human visual system (HVS) when judging image quality (e.g., detecting visible differences; extracting image structure/information). In this paper, we suggest that a single strategy may not be sufficient; rather, we advocate that the HVS uses multiple strategies to determine image quality. For images containing near-threshold distortions, the image is most apparent, and thus the HVS attempts to look past the image and look for the distortions (a detection-based strategy). For images containing clearly visible distortions, the distortions are most apparent, and thus the HVS attempts to look past the distortion and look for the image’s subject matter (an appearance-based strategy). Here, we present a quality assessment method (MAD: Most Apparent Distortion) which attempts to explicitly model these two separate strategies. Local luminance and contrast masking are used to estimate detection-based perceived distortion in high-quality images, whereas changes in the local statistics of spatial-frequency components are used to estimate appearance-based perceived distortion in low-quality images. We show that a combination of these two measures can perform well in predicting subjective ratings of image quality.

1. INTRODUCTION

The ability to quantify the visual quality of an image in a manner that agrees with human vision is a crucial step for any system that processes consumer images. Over the past several decades, research on this front has given rise to a variety of computational methods of image quality assessment. So-called full-reference quality assessment methods take as input an original image and a distorted version of that image, and yield as output a prediction of the visual quality of the distorted image relative to the original image. The effectiveness of an image quality assessment method is gauged by examining how well the method can predict ground-truth, human-supplied quality ratings obtained via subjective testing.

The earliest methods of full-reference quality assessment were based primarily on the energy of the distortions. Classical examples include mean-squared error (MSE) and peak-signal-to-noise ratio (PSNR), which operate based on pointwise differences of physical luminances. More recently, methods have been developed based on properties of the human visual system (HVS). The vast majority of HVS-based methods employ a “perceptual decomposition” which mimics the local spatial-frequency analysis performed in early vision. This decomposition is typically followed by processing stages which take into account near-threshold psychophysical properties such as contrast sensitivity and visual masking. The most recent HVS-based methods have also begun to model higher-levels of vision.

Another class of methods have recently been proposed which do not explicitly model the stages of vision, but instead operate based on overarching principles of what the HVS is trying to accomplish when viewing a distorted image. Overarching principles typically include some form of structural or information extraction, which assumes that a high-quality image is one whose structural content (object boundaries and/or regions of high entropy) most closely matches that of the original image.

Methods which operate based only on the energy of the distortions, such as MSE and PSNR, are attractive due to their mathematical simplicity. However, these methods have also been shown to be relatively poor predictors of visual quality, particularly when comparing images containing different types of distortions. Methods which take into account properties of the human visual system have demonstrated great success at predicting quality for images containing near-threshold (just-visible) distortions. However, these methods generally perform less well for highly distorted images containing suprathreshold (clearly visible) distortions unless properties of...
Figure 1. When judging the quality of a distorted image containing near-threshold distortions, one tends to rely primarily on visual detection (often using point-by-point comparisons with the original image) in an attempt to locate any visible differences. (a) Close-up of original image bikes; (b) close-up of image bikes distorted via JPEG-2000 compression; (c) close-up of image bikes distorted by additive Gaussian white noise. DMOS values indicate differential mean opinion scores from the LIVE image database.\(^{29}\)

Figure 2. When judging the quality of a distorted image containing clearly visible (suprathreshold) distortions, one tends to rely much less on visual detection and much more on overall image appearance in an attempt to recognize image content in the presence of the dominating distortions. (a) Close-up of image bikes distorted via Gaussian blurring; (b) and (d) close-up of image bikes distorted via JPEG-2000 compression; (c) close-up of image bikes distorted by additive Gaussian white noise. DMOS values indicate differential mean opinion scores from the LIVE image database.\(^{29}\)

suprathreshold vision are also taken into account (e.g., Refs. 19, 20). In contrast, methods based on overarching principles have demonstrated success for images containing suprathreshold distortions. However, because these methods largely ignore properties of early vision, they are not generally suited to high-quality images containing near-threshold distortions.

Despite the clear differences in the way these approaches operate, the vast majority of existing methods share a common thread. Namely, they are rooted in the assumption that when a human determines image quality, the HVS operates via a single strategy. For MSE/PSNR, the assumption is that the strategy employed by the HVS is to gauge the intensity of the distortions. For methods based on near-threshold psychophysics, the assumption is that the strategy employed by the HVS is to process the images via a local spatial-frequency decomposition with adjustments for masking, and then to collapse this perceptual decomposition into a final value of quality. For methods based on overarching principles, the common assumption is that the strategy employed by the HVS is to extract local image structure or use natural image statistics to extract the maximal amount of information, and thus quality is determined based on the extent to which this information can be extracted.

In this paper, we advocate an approach to image quality assessment which builds on the strengths of previous approaches, but which operates based on a fundamentally different premise: We assume that the HVS is
The need to explicitly model these two separate strategies was motivated by our own experiences when simultaneously judging the qualities of several distorted versions of the same original image. We observed that when viewing and judging the quality of each distorted image, the HVS tends to concentrate on different aspects of the images. Specifically, as shown in Figure 1, some of the distorted images contained just-visible (near-threshold) distortions; these images were consequently judged to be of relatively high quality compared to the original image [Figure 1(a)]. For these higher quality images, because the distortions are not readily visible, our visual system seems to employ a detection strategy in an attempt to locate any visible differences. Other distorted images, shown in Figure 2, contained clearly visible (suprathreshold) distortions and were consequently judged to be of lower quality. For these lower quality images, the distortions dominate the overall appearance of each image, and thus visual detection is less applicable. Instead, for these latter images, quality is determined based primarily on our ability to recognize image content. Thus, in the high-quality regime, the HVS attempts to look for distortions in the presence of the image; whereas in the low-quality regime, the HVS attempts to look for image content in the presence of the distortions. We argue that these two fundamentally different strategies require two separate computational models.

Another motivation for explicitly modeling two separate strategies can be seen by examining the performances of existing quality assessment methods on high-quality vs. low-quality images. Figure 3 shows the performances of four existing methods of quality assessment on images from the LIVE image database. The results in Figure 3(a) correspond to images which were rated by human observers to be of relatively high visual quality (differential mean-opinion scores between 0 and 20). The results in Figure 3(b) correspond to images which were rated to be of relatively low visual quality (differential mean opinion scores of 60 and above). The four methods reported here are:
1. **PSNR (Peak Signal-to-Noise Ratio)**, which operates based only on the energy of the distortions.

2. **VSNR (Visual Signal-to-Noise-Ratio)**,\(^{20}\) an HVS-based method which operates based on low-level masking and mid-level global precedence (the HVS’s preference for coarse spatial scales).

3. **SSIM (Structural SIMilarity)**,\(^{21}\) which operates based on the overarching principle that the HVS has evolved to extract structural information from natural images, and therefore a high-quality image is one whose structure most closely matches that of the original.

4. **VIF (Visual Information Fidelity)**,\(^{32}\) which operates under the overarching principle that the HVS has evolved based on the statistical properties of the natural environment, and therefore the visual fidelity of a distorted image can be quantified based on the amount of information it provides about the original image.

Notice from Figure 3(a) that for high-quality images, PSNR, which operates based on the energy of pointwise errors, is as effective as SSIM and VIF which operate based on statistically-based structural/information extraction. VSNR, which also operates based on pointwise errors, outperforms the other three by taking into account contrast sensitivity and luminance and contrast masking. The fact that masking and other properties of early vision are most effective for high-quality images suggests that perhaps the HVS is indeed employing a detection strategy for these types of images. On the other hand, the opposite trend is observed for low-quality images [Figure 3(b)]. For these images, which contain clearly visible distortions, VIF is the most effective, suggesting that near-threshold masking is less important when the distortions are clearly suprathreshold; rather, the HVS is perhaps employing an alternative strategy.\(^{*}\) Thus, the fact that the most effective method of assessment varies for high-quality vs. low-quality images suggests that perhaps the HVS employs different strategies of assessment for different levels of distortion.

We have titled our quality assessment method *Most Apparent Distortion* (MAD) to stress the fact that what is most apparent to the human observer—and thus the strategy employed by the HVS—can change depending on the amount of distortion. MAD operates by using both a detection-based model and an appearance-based model. For detection, we employ a simple spatial-domain model of local visual masking which takes into account the contrast sensitivity function and luminance and contrast masking with distortion-type-specific adjustments. Detection-based quality is then estimated based on the mean-squared error (in the lightness domain) between the original and distorted images computed locally for those regions in which the masking models deem the distortions to be visible. For appearance, we employ a model which follows from the texture-analysis literature. The original and distorted images are first decomposed using a log-Gabor filterbank, and the resulting coefficients corresponding to each spatial scale are weighted, with greater weight assigned to coarser scales. Appearance-based quality is then estimated based on the absolute difference between low-level statistics (mean, variance, skewness, and kurtosis) measured for the weighted coefficients of the the original and distorted images. The overall quality of the distorted image is computed by taking a weighted geometric mean of the detection-based and appearance-based qualities, where the weight is determined based on the amount of distortion. For highly distorted images, greater weight is given to the appearance-based quality, whereas for images containing near-threshold distortions, greater weight is given to the detection-based quality.

This paper is organized as follows. Section 2 describes the details of the MAD algorithm. Section 3 provides an analysis of MAD’s performance in predicting subjective quality ratings from both the LIVE image database and from a new image database (CSIQ) which we have recently made available to the research community. General conclusions are provided in Section 4.

## 2. ALGORITHM

This section describes the details of the MAD algorithm. First, we describe a method for quantifying perceived distortion in images containing near-threshold distortions (relatively high-quality images); this first method is used to model visual detection. Next, we describe a method for quantifying perceived distortion in images

\(^*\)VSNR still performs well in the low-quality range because it employs a wavelet-based model of global precedence (scale-space weighting) in addition to modeling low-level masking; this global precedence adjustment is negligible for high-quality images.
containing suprathreshold distortion (relatively low-quality images); this latter method is used to model image appearance. Finally, we describe a technique used to combine the two perceived distortions into a single estimate of overall perceived distortion.

2.1. A Detection-Based Strategy for High-Quality Images

When viewing a high-quality image, we argue that the HVS attempts to look for distortions in the presence of the image. To approximate this visual detection strategy, we combine a spatial-domain model of local masking with local mean-squared error measured in the perceived luminance (lightness) domain. First, low-level psychophysical properties such as the spatial contrast sensitivity function, the nonlinear perception of luminance, and luminance and contrast masking are used to compute a map denoting the locations of visible distortions. Next, this visibility map is used to compute a visibility-weighted local MSE map. Finally, the perceived distortion is estimated by collapsing the visibility-weighted local MSE map (via the $L_2$ norm) into a single scalar value.

2.1.1. Step 1: Compute Locations at which the Distortions are Visible

Perceived Luminance

To account for the nonlinear relationship between digital pixel values and physical luminances of typical display media, the pixels of the original and distorted images are first converted to luminances (in cd/m$^2$) via

$$L = (b + k \times I)^\gamma$$

where $I$ is the digital pixel value, and where the parameters $b$, $k$, and $\gamma$ are constants specific to the device on which the images are to be displayed. For 8-bit pixel values and an sRGB display, the values for these parameters are given by $b = 0$, $k = 0.02874$, and $\gamma = 2.2$.

Next, we take into account the nonlinear HVS response to luminance by converting luminances into perceived luminances (relative lightness) via

$$L^* = \sqrt[3]{L}$$

where $L^*$ denotes the relative lightness and is proportional to the lightness used in the CIELAB color space.

Equation (2) is used for both the original and reference images to yield the perceived-luminance images $L_{org}^*$ and $L_{dst}^*$, respectively. We then define the error image as $L_{err}^* = L_{org}^* - L_{dst}^*$.

Contrast Sensitivity Function

We account for variations in (near-threshold) sensitivity to spatial frequency by using a model of the contrast sensitivity function (CSF) from Ref. 18. This CSF has a peak sensitivity of 6 cycles per degree of visual angle, and a rolloff of 3 dB along the diagonals. The CSF is applied by filtering both the original image and the error image, where the filtering is performed in the frequency domain via

$$I'_z = F^{-1} [CSF \times F [L_z^*]]$$

where $F[\cdot]$ and $F^{-1}[\cdot]$ denote the discrete Fourier transform (DFT) and inverse DFT, respectively, and where $L_z^*$ denotes the original or error image. At this point, $I'_{org}$ and $I'_{err}$ represent the original and distorted images with values that are linearly proportional to both perceived luminance and perceived contrast. $I'_{err}$ can be considered to be the distortions in the image that the HVS could detect if the distortions were viewed against a uniform background (i.e., no masking) rather than being viewed against the image.

Contrast Masking

To account for the fact that the presence of an image can reduce the detectability of distortions, we employ a simple spatial-domain measure of contrast masking. First, a local contrast map is computed for the original image by dividing $I'_{org}$ into $16 \times 16$ blocks (with 75% overlap between neighboring blocks), and then measuring the RMS contrast $C_{org}(p)$ for each block $p$ via

$$C_{org}(p) = \overline{\sigma}_{org}(p)/\mu_{org}(p)$$

---
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where $\mu_{\text{org}}(p)$ denotes the mean of block $p$ of $I'_{\text{org}}$, and where $\tilde{\sigma}_{\text{org}}(p)$ denotes the modified standard deviation of block $p$ of $I'_{\text{org}}$ given by

$$\tilde{\sigma}_{\text{org}}(p) = \min [\sigma(p_{1,1}), \sigma(p_{1,2}), \sigma(p_{2,1}), \sigma(p_{2,2})]$$

(5)

where the four standard deviations of the sub-blocks are denoted by $\sigma(p_{x,y})$ ($x, y$ correspond to the position of the sub-block as shown in Figure 4). This modified standard deviation is used to compensate for the fact that edges and object boundaries are not effective at masking, despite the fact that these regions exhibit high contrast. As shown in Figure 4, by defining the effective contrast based on the minimum contrast of each block’s four sub-blocks, the resulting contrast around edges/object borders is measured to be relatively low.

Whereas $C_{\text{org}}(p)$ is a measure of the local RMS contrast in the original image (and thus a measure of the relative masking capability of each region), $C_{\text{org}}(p)$ is independent of the distortions. Accordingly, we next compute a local contrast map for the error image to account for the spatial distribution of the distortions in the distorted image. $I'_{\text{err}}$ is divided into $16 \times 16$ blocks (with 75% overlap between blocks), and then the RMS contrast $C_{\text{err}}(p)$ for each block $p$ is computed via

$$C_{\text{err}}(p) = \begin{cases} \sigma_{\text{err}}(p)/\mu_{\text{org}}(p), & \text{if } \mu_{\text{org}}(p) > 0.9 \\ 0, & \text{otherwise} \end{cases}$$

(6)

where $\sigma_{\text{err}}(p)$ denotes the standard deviation of block $p$ of $I'_{\text{err}}$. Here, we employ a lightness threshold of 0.9 to account for the fact the HVS is insensitive to changes in extremely dark regions.

Finally, we use the two local contrast maps $\{C_{\text{org}}(p)\}$ and $\{C_{\text{err}}(p)\}$ to compute a local distortion visibility map via

$$Visib(p) = \begin{cases} 1, & \text{if } C_{\text{err}}(p) > \frac{3}{4} \times C_{\text{org}}(p) \\ 0, & \text{otherwise} \end{cases}$$

(7)

Thus, $Visib(p)$ is a binary value which denotes whether the distortions in block $p$ are visible in the distorted image. We consider the distortions visible if $C_{\text{err}}(p) > \frac{3}{4} \times C_{\text{org}}(p)$, where the threshold value of $\frac{3}{4}$ was chosen experimentally by visually inspecting a number of generated masking maps and distorted images.

Figure 5 depicts an original image turtle, a distorted version of that image, and the resulting visibility map $\{Visib(p)\}$. Notice that the masking imposed by the turtle’s skin is well captured by the map. Although this spatial-domain model of masking is certainly not a proper model of how masking is effected in the HVS, it provides a reasonable tradeoff between accuracy and computational efficiency. In particular, standard deviation can be approximated efficiently using a fast, separable convolution.
2.1.2. Step 2: Combine the Visibility Map with Local Errors

After the map of visible locations is created, we use visibility-weighted local MSE measured in the lightness domain to determine perceived distortion. Although MSE on its own is not always a veridical indicator of perceived distortion, as we will demonstrate in Section 3, when MSE is computed locally and combined with a visibility map, it can perform well in the high-quality (low-distortion) regime.

We define the perceived distortion in the high-quality regime as:

\[
PD_{\text{high}} = \frac{1}{N} \sqrt{\sum_{p} Visib(p) \times LMSE(p)^2}
\]  

(8)

where the summation is over all blocks and \( N \) is the total number of blocks. The quantity \( LMSE(p) \) is the local MSE computed for each 16 \( \times \) 16 block \( p \) via

\[
LMSE(p) = \frac{1}{16^2} \sum_{i,j \in N_p} I'_{err}(i,j)^2
\]

(9)

where \( N_p \) is the set of pixels inside block \( p \).

Equation (8) collapses the visible LMSE into a single value using the \( L_2 \) norm, which is a reasonable approximation of visual summation of distortion in natural images. A value of \( PD_{\text{high}} = 0 \) indicates that the distortions in the distorted image are not visible. Increasing values of \( PD_{\text{high}} \) denote increasing perceived distortion and thus decreasing visual quality.

Figure 6 shows an example of the maps involved in computing \( PD_{\text{high}} \) for an image from LIVE image database distorted via JPEG compression. The original and distorted images are shown in Figures 6(a) and (b), respectively. Notice that the only visible distortions occur in the sky, particularly along the boundary between the buildings and skyline. Additionally, the highway lane markers show distinct blocking artifacts.

Figures 6(c), (d), and (e) show the computed visibility map, local MSE map, and visibility-weighted local MSE map \([Visib(p) \times LMSE(p)]\), respectively. Notice from Figure 6(c) that the visibility map does well at capturing the visible artifacts (though there is some noise, overall, the sky and highway distortions are well detected). Notice from Figure 6(d) that because local MSE does not take into account masking, the local MSE map indicates that the greatest distortions occur in busy areas, whereas the distortions in these regions are not visible. Finally, notice from Figure 6(e) that the visibility-weighted local MSE map performs well at indicating both the locations and perceived intensities of the visible distortions. In particular, this latter map captures the fact that some artifacts are visible in the sky but do not really degrade the visual quality, and that the most annoying artifacts occur in the street and along the skyline.

Figure 5. (a) Original image turtle from the CSIQ image database. (b) Image turtle distorted via additive Gaussian white noise. (c) Binary map in which white blocks denote the locations at which the distortions in (b) are visible.
2.2. An Appearance-Based Strategy for Low-Quality Images

In the low-quality regime, we argue that visual masking is of lesser importance to our perception of quality; rather, when the distortions are highly suprathreshold, perceived distortion is better modeled by quantifying the extent to which the distortions degrade the appearance of the image’s subject matter. Thus, the HVS switches from a strategy of detecting distortions in the high-quality regime to a strategy of judging image appearance in the low-quality regime.

Here, we propose using a biologically motivated model of appearance based on local statistics of multi-scale log-Gabor filter responses. This method has long been used by the computer vision community to classify the appearance of textures, and we showed in Ref. 38 that these statistics are good indicators of how camouflaged an animal appears in its natural environment. Furthermore, previous researchers have shown that simple cells in primary visual cortex are well-modeled using log-Gabor, and that for textures, changes in the statistics of log-Gabor filter responses are more visually apparent than changes in pixel statistics.

### 2.2.1. Step 1: Apply a Log-Gabor Decomposition

The original and distorted images are first decomposed into a set of subbands using a log-Gabor filterbank. The filtering used to obtain the subbands is performed in the frequency domain by computing the inverse DFT of the product of the image’s DFT with the following 2D frequency response:

$$G_{s,o}(f, \theta) = \exp\left(-\frac{(\log f/f_s)^2}{2(\log \sigma_s/f_s)^2}\right) \times \exp\left(-\frac{(\theta - \mu_o)^2}{2\sigma_o^2}\right)$$  \hspace{1cm} (10)

Figure 6. Perceived distortion in the high-quality regime is largely determined based on masking. Given an original image (a), and a distorted image (b), a map denoting the locations of visible distortions is computed (c), which is then multiplied by local MSE measured in the lightness domain (d). The resulting visibility-weighted local MSE (d) is used to determine $PD_{\text{high}}$.
where \( G_{s,o} \) is the filter defined at spatial scale \( s \) and orientation \( o \). The parameter \( f_s \) denotes the center frequency of the scale, and \( \sigma_s / f_s \) is a measure of the bandwidth. The parameters \( \mu_o \) is the center orientation of the filter and \( \sigma_o \) is the angular spread. Because the log-Gabor filters have been shown to approximate cortical responses in primary visual cortex\(^{40}\), the parameters \( f_s, \sigma_s, \mu_o, \) and \( \sigma_o \) can be selected to match corresponding estimates obtained from the mammalian visual system. Here, we have selected values reported in Ref. 42.

The log-Gabor decomposition is computed at five scales (3, 6, 16, 32, and 64 pixels) and four orientations (0°, 45°, 90°, and 135°). The value of \( \sigma_s / f_s \) is set to 0.65, which translates to each filter spanning approximately 1.5 octaves. The bandwidth of each subband is chosen to minimize overlap between bands, but still uniformly cover most of the frequency spectrum (as in the mammalian visual system).

Because the frequency responses of the filters defined by Equation (10) are non-zero only for positive frequencies (and thus not conjugate symmetric), multiplication of each image’s DFT by the frequency response is equivalent to convolving each image in the space domain with both even- and odd-symmetric filters; i.e., the inverse DFT yields complex subband coefficients. We collapse the even and odd filter outputs (real and imaginary components) into a single magnitude, thus yielding 20 subbands (5 scales \( \times \) 4 orientations) containing only positive coefficients.

### 2.2.2. Step 2: Compare Subband Statistics

After computing the 20 subbands each for the original and distorted images, the local subband statistics of the original image are compared with the corresponding local subband statistics of the distorted image to define a local statistical difference map \((\eta(p))\). Specifically, for each each \( 16 \times 16 \) block (with 75\% overlap between blocks), the difference in standard deviation, skewness, and kurtosis of the block’s corresponding subband coefficients is computed via

\[
\eta(p) = \sum_{s,o} w_s \left( |\sigma_{s,o}^{org} - \sigma_{s,o}^{dst}| + 2|\kappa_{s,o}^{org} - \kappa_{s,o}^{dst}| + |\mu_{s,o}^{org} - \mu_{s,o}^{dst}| \right)
\] (11)

where \( \sigma_{s,o}, \kappa_{s,o}, \) and \( \mu_{s,o} \) denote, respectively, the standard deviation, skewness, and kurtosis of the 16 \( \times \) 16 subband coefficients corresponding to scale \( s \) and orientation \( o \) (and corresponding in location to block \( p \)). Note that the skewness difference is multiplied by a factor of 2 to bring it to approximately the same scale as the \( \sigma \) and \( \kappa \) differences. Also note that scale-specific weights, \( w_s \), are used to account for the HVS’s preference for coarse scales over fine scales (cf Ref. 43). The values chosen for \( w_s \) for the finest to coarsest scales are 0.5, 0.75, 1, 5, and 6, which were selected to yield the best performance on the A57 database.\(^{44}\) Using these weights, the finest scale contributes approximately 3.8\% to \( \eta(p) \), and coarser scales contribute 5.6\%, 7.5\%, 37.7\%, and 45.2\%, respectively.\(^1\)

The statistics of the log-Gabor filter outputs have been widely used to define visual appearance and texture. Specifically, changes in standard deviation, skewness, and kurtosis have been shown to be good indications of discriminable texture appearance.\(^{41}\) A change in the standard deviation of log-Gabor subband coefficients means that the outputs of certain log-Gabor filters change in intensity. When these changes are computed on a block-by-block basis, we are also able to approximately locate where in the image the filter outputs change. For instance, blurring dramatically changes the histogram of the log-Gabor outputs: (1) At high frequency, the histogram of filter outputs become more peaked with smaller standard deviation. (2) Additionally, if the outputs were skewed to one side before blurring, the histogram is likely to be more symmetric afterward. Compression artifacts would have different but measurable changes in the log-Gabor statistics. These changes in local subband statistics can approximate the perceived distortion of local image structure. It is important to note that we are not saying the HVS performs statistical comparisons, but that these statistics do well at approximating what the HVS defines as appearance.

The final scalar value of perceived distortion in the low-quality regime is given by

\[
P_{D_{low}} = \frac{1}{N} \sqrt{\sum_p \eta(p)^2}
\] (12)

\(^1\)The proper values of \( w_s \) remain an area of future research. Adjustment of \( w_s \) only marginally affects the performance of the low-quality prediction.
where the summation is over all blocks and \( N \) is the total number of blocks. A value of \( PD_{low} = 0 \) denotes no perceived distortion and increasing values of \( PD_{low} \) denote increasing perceived distortion and thus decreasing visual quality.

Figure 7 shows the resulting statistical difference map \( \{\eta(p)\} \) used in computing \( PD_{low} \) for an image caps from the LIVE image database distorted via JPEG compression. The original and distorted images are shown in Figures 7(a) and (b), respectively. Notice that the most disturbing artifacts manifest as differences in the appearances of the sky, the edges of the wall, and the shadows of the caps. As shown in Figure 7(c), the statistical difference map succeeds at capturing these changes in visual appearance.

2.3. Combining the Two Strategies

The previous sections presented two measures of perceived distortion: \( PD_{high} \) designed for high-quality images (i.e., images containing near-threshold distortions), and \( PD_{low} \) designed for low-quality images (i.e., images containing clearly suprathreshold distortions). In this section, we describe how these two measures are combined to yield an overall measure of perceived distortion, applicable for all images, based upon how apparently distorted the image appears.

High quality images should obtain their rating mostly from \( PD_{high} \) and low quality images from \( PD_{low} \). We hypothesize that in the transition between high and low quality assessment, observers use a mixture of strategies. This hypothesis makes sense for images in which some regions may appear to be of high quality, while other regions may contain clearly suprathreshold distortions. Images compressed with JPEG and JPEG-2000, for example, fall into this category. Figure 8 shows an example. In comparison to the original image shown in Figure 8(a), the distorted image shown in Figure 8(b) contains a mixture of what one would consider high-quality and low-quality regions. The left sidewall of the bridge and the mountain in the background exhibit statistical appearance changes (severe blurring), while the high-contrast trees and brighter areas of the sky largely mask the distortions. In addition, the middle slats of the bridge look somewhat normal, whereas the more distant slats appear clearly degraded.

To capture the interacting strategies, we propose using a weighted geometric mean of \( PD_{high} \) and \( PD_{low} \) given by

\[
MAD = (PD_{high})^{\alpha} (PD_{low})^{1-\alpha} \tag{13}
\]

where \( MAD \in [0, \infty] \) denotes the overall perceived distortion. The weight \( \alpha \in [0, 1] \) is chosen based on the (predicted) overall level of distortion. For low levels of distortion, \( MAD \) should obtain its value mostly from \( PD_{high} \) (i.e., \( \alpha \) should approach a value of 1). For high levels of distortion, \( MAD \) should obtain its value mostly from \( PD_{low} \) (\( \alpha \) should approach a value of 0).
Figure 8. Image from the CSIQ image database\textsuperscript{35} containing regions of both high quality (trees and nearer slats of the bridge) and low quality (the sidewall and distant slats of the bridge, the mountain in the background). (a) Original image bridge. (b) Distorted version of bridge containing JPEG-2000 compression artifacts.

Although the optimal technique of selecting $\alpha$ remains an area of future research, we have found that selecting $\alpha$ based on $PD_{\text{high}}$ can yield good performance. Here, $\alpha$ is computed via

$$\alpha = \frac{1}{1 + \beta_1 (PD_{\text{high}})^{\beta_2}}$$

where $\beta_1$ and $\beta_2$ are free parameters. For the A57 database,\textsuperscript{44} the optimal values for these parameters are $\beta_1 = 0.135$ and $\beta_2 = 0.869$.

3. RESULTS

In this section, the performance of MAD is analyzed in terms of its ability to predict subjective ratings of image quality. To assess its predictive performance, MAD was applied to two databases of subjective image quality: (1) The LIVE database,\textsuperscript{45} and (2) a new database of subjective quality entitled the \textit{Categorical Subjective Image Quality} (CSIQ) database.\textsuperscript{35, 46}

The LIVE database contains 29 original images, 26 to 29 distorted versions of each original image, and subjective ratings of quality for each distorted image (differential mean opinion scores, DMOS values). The distortions used in LIVE are: Gaussian blurring, additive white noise, JPEG compression, JPEG-2000 compression, and simulated data packet loss of transmitted JPEG-2000-compressed images. The DMOS values were provided as part of the LIVE image database; they were not experimentally determined nor verified in the current study.

The current preliminary version of the CSIQ database consists of ten original images distorted using six different types of distortions at five different levels of distortion. The distortions used in CSIQ are: JPEG compression, JPEG-2000 compression, global contrast decrements, additive pink Gaussian noise, additive white Gaussian noise, and Gaussian blurring. This results in 10 original images and 300 distorted versions of the images. Details of the CSIQ database can be seen in the online supplement.\textsuperscript{46} We are working to expand the database, however, the preliminary findings are used to show the extent to which MAD generalizes to novel distortions.
3.1. Performance Measures

Before evaluating the performance of a particular quality assessment method on a particular database, it is customary to apply a logistic transform to the predicted ratings so as to bring the predictions on the same scale as the DMOS values, and to attempt to obtain a linear relationship between the predictions and DMOS values. The logistic transform recommended by the Video Quality Experts Group\textsuperscript{47} is a four parameter sigmoid given by

$$f(x) = \frac{\tau_1 - \tau_2}{1 + \exp\left(-\frac{x - \tau_3}{\tau_4}\right)} + \tau_2.$$  \hspace{1cm} (15)

The parameters \(\tau_1, \tau_2, \tau_3,\) and \(\tau_4\) are chosen to minimize the MSE between the predicted values and the DMOS values. The logistic transform is monotonic and was chosen mainly for its ability to facilitate the use of various performance measures.

The most common measures of predictive performance are the Pearson correlation coefficient (CC) and Spearman rank-order correlation coefficient (SROCC). CC and SROCC are measures of how well an algorithm’s predictions correlate with the raw DMOS values and how well an algorithm predicts the relative ordering of the distorted images, respectively.

There are also two measures of performance more specific to image quality prediction: the outlier ratio\textsuperscript{48} \(R_{out}\), and the outlier distance \(d_{out}\). These two measures attempt to account for the inherent variation in human subjective ratings of quality. For instance, if the perceived rating of a particular image has large variation between observers, then the average DMOS rating is not necessarily a good indication of what the algorithm should predict. Instead, some leeway should be given around DMOS values associated with the variability of observers. With this in mind, the outlier ratio is defined as\textsuperscript{48}

$$R_{out} = \frac{N_{false}}{N_{total}} \hspace{1cm} (16)$$

where \(N_{false}\) is the number of predictions outside two standard deviations, \(2\sigma_{dmos}\), of the average DMOS and \(N_{total}\) is the total number of predicted DMOS values. \(R_{out}\) indicates how often an algorithm predicts subjective quality within a given range. The range of \(2\sigma_{dmos}\) was chosen because it contains 95\% of all the subjective quality scores for a given image.

In addition to knowing if a predicted rating is an outlier, it is also informative to know how far outside of the error bars (\(\pm 2\sigma_{dmos}\)) the outlier lies. To quantify this, we propose a new measure, termed the outlier distance, which is the distance from an outlier to the closest error bar. The outlier distance \(d_{out}\) is defined as

$$d_{out} = \sum_{x \in X_{false}} \min[|f(x) - [DMOS(x) + 2\sigma_{dmos}(x)]|, |f(x) - [DMOS(x) - 2\sigma_{dmos}(x)]|] \hspace{1cm} (17)$$

where \(f(x)\) is the predicted DMOS rating as defined in Equation (15) and \(X_{false}\) is the set of all predicted ratings outside \(2\sigma_{dmos}\).

3.2. Performance at High and Low Quality

Before examining the performance of MAD on all images from each database, it is informative to examine how the separate strategies of MAD perform on high-quality vs. low-quality images (i.e., using just \(PD_{high}\) and \(PD_{low}\) on subsets of images containing only high-quality or only low-quality images). Table 1 (left) shows the performances of various quality assessment algorithms on high-quality images from the LIVE database (DMOS \(\leq 20\)). Table 1 (right) shows the performances on low-quality images from the LIVE database (DMOS \(\geq 60\)). Also listed in Table 1 are results from PSNR, SSIM,\textsuperscript{21} VSNR,\textsuperscript{44} and VIF.\textsuperscript{32} Notice that indeed \(PD_{high}\) performs the best on high-quality images and performs poorly on low-quality images. Similarly, \(PD_{low}\) performs the best on low-quality images and performs poorly on high-quality images. These results further support the use of separate strategies for different quality regimes.
Table 1. Performances of $PD_{high}$, $PD_{low}$, and other quality assessment algorithms on images from the LIVE database rated to be of high quality (DMOS $\leq 20$) and images rated to be of low quality (DMOS $\geq 60$).

<table>
<thead>
<tr>
<th>LIVE High-Quality Images (DMOS $\leq 20$)</th>
<th>LIVE Low-Quality Images (DMOS $\geq 60$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSNR SSIM VSNR VIF $PD_{high}$ $PD_{low}$</td>
<td>PSNR SSIM VSNR VIF $PD_{high}$ $PD_{low}$</td>
</tr>
<tr>
<td>CC 0.656 0.664 0.741 0.684 <strong>0.780</strong> 0.235</td>
<td>CC 0.533 0.658 0.672 0.807 0.527 <strong>0.885</strong></td>
</tr>
<tr>
<td>$R_{out}$ 0.465 0.387 0.362 0.396 <strong>0.301</strong> 0.612</td>
<td>$R_{out}$ 0.275 0.613 0.653 0.570 0.722 <strong>0.400</strong></td>
</tr>
<tr>
<td>$d_{out}$ 308 327 212 303 <strong>210</strong> 510</td>
<td>$d_{out}$ 1440 1134 1099 726 1452 <strong>429</strong></td>
</tr>
</tbody>
</table>

Table 2. Performances of MAD and other quality assessment algorithms on all images from the LIVE and CSIQ databases.

<table>
<thead>
<tr>
<th>LIVE, All Images</th>
<th>CSIQ, All Images</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSNR SSIM VSNR VIF MAD</td>
<td>PSNR SSIM VSNR VIF MAD</td>
</tr>
<tr>
<td>CC 0.8707 0.9378 0.9233 0.9595 <strong>0.9695</strong></td>
<td>CC 0.8455 0.8893 0.8472 0.9079 <strong>0.9487</strong></td>
</tr>
<tr>
<td>SROCC 0.8763 0.9473 0.9278 0.9633 <strong>0.9703</strong></td>
<td>SROCC 0.8428 0.9019 0.8577 0.9063 <strong>0.9469</strong></td>
</tr>
<tr>
<td>$R_{out}$ 0.682 0.592 0.588 0.546 <strong>0.424</strong></td>
<td>$R_{out}$ 0.356 0.305 0.282 0.339 <strong>0.235</strong></td>
</tr>
<tr>
<td>$d_{out}$ 4943.3 2814.1 3246.8 1890.4 <strong>1300.8</strong></td>
<td>$d_{out}$ 782.3 497.1 737.9 577.8 <strong>330.8</strong></td>
</tr>
</tbody>
</table>

3.3. Overall Performance

Table 2 shows the performance of MAD and other quality assessment algorithms on all images from the LIVE database and all images from the CSIQ database. For images from the LIVE image database, MAD demonstrates improved predictive performance over PSNR, SSIM, VSNR, and VIF with respect to all four performance measures (CC, ROCC, $R_{out}$, and $d_{out}$).

The results on CSIQ are similar to those on LIVE, with MAD demonstrating the best performance. Notice that MAD generalizes well to the unique distortions in CSIQ (additive pink noise and contrast degradations). It is of note that the correlations on the CSIQ database are markedly lower than on LIVE. We believe this is due to the new distortions in CSIQ that are not present in LIVE. None of the algorithms reported here (including MAD) were constructed to handle these types of distortions. Even still, MAD appears to generalize well to these new distortions.

Scatterplots of DMOS versus each quality assessment algorithm’s predictions can be seen in Figure 9 for both LIVE and CSIQ. Observe that MAD demonstrates the tightest fit on both databases. For CSIQ, also notice that the residuals of many of the algorithms appear to be heteroscedastic (non-Gaussian residuals), indicating that CC should not be the primary means of comparison. In that respect, the considerably higher CC achieved by MAD could, in part, be attributed to the homoscedasticity of its residuals. However, MAD still exhibits markedly lower outlier ratios and outlier distances than the other algorithms.

3.4. Statistical Significance

To establish statistical significance, we compare each algorithm’s residuals (errors in predictions). If the residuals are Gaussian, an $F$-test can be applied to determine the probability that the residuals are drawn from two different distributions and are thus statistically different; smaller residual variance denotes a better prediction. Note that if the residuals are not Gaussian, the test for significance is considerably more difficult and often inconclusive. One formal test of Gaussianity is the Jarque-Bera (JB) statistic. If the JB statistic of a dataset is sufficiently small, one can assume that the data follow a Gaussian distribution. Larger values of the JB statistic denote larger deviations from Gaussianity.

Table 3 shows the summary for overall statistical performance of each algorithm on LIVE and CSIQ. An $F$-test was performed between each pair of algorithms. A “-1” denotes that the algorithm in the row has statistically larger residuals than the algorithm in the column with confidence greater than 99%. A “1” denotes the opposite. A “0” denotes that there is statistically no difference between the residuals of the two predictions.
Figure 9. The overall logistically transformed fits for PSNR, SSIM, VSNR, VIF, and MAD on the LIVE and CSIQ image databases.

Table 3. Statistical significance relationships between the algorithms on the LIVE and CSIQ databases. A “1” denotes that the algorithm in the row has statistically smaller residuals with confidence greater than 99% than the algorithm in the column. A “-1” denotes statistically larger residuals. A “0” denotes that there is no statistical difference. Also shown are the measures of Gaussianity. Italicized JB-test entries denote that the residuals can be deemed gaussian with 95% confidence.

| LIVE, Statistical Significance | | | | | CSIQ, Statistical Significance |
|---|---|---|---|---|---|---|---|---|---|
| | PSNR | SSIM | VSNR | VIF | MAD | PSNR | SSIM | VSNR | VIF | MAD |
| PSNR | 0 | -1 | -1 | -1 | -1 | 0 | -1 | 0 | -1 | -1 |
| SSIM | 1 | 0 | 1 | -1 | -1 | 1 | 0 | 1 | 0 | -1 |
| VSNR | 1 | -1 | 0 | -1 | -1 | 0 | -1 | 0 | -1 | -1 |
| VIF | 1 | 1 | 1 | 0 | -1 | 1 | 0 | 1 | 0 | -1 |
| MAD | 1 | 1 | 1 | 1 | 0 | 1 | 1 | 1 | 1 | 0 |
| JB Stat | 11.768 | 2.583 | 20.011 | 4.843 | 250.470 | 0.414 | 17.619 | 24.255 | 0.652 | 2.423 |

also contains the JB statistic measure of Gaussianity. Notice that for both databases, the F-tests demonstrate that MAD has statistically smaller residuals than the other algorithms.

4. CONCLUSIONS

This paper presented a new method of image quality assessment which operates under the premise that the HVS performs two distinct strategies when assessing image quality. For high-quality images, because the distortions

‡On the LIVE database, MAD is also deemed as the most non-Gaussian of all the algorithms as denoted by the JB statistic. The high JB value is attributable to four outliers (see Figure 9(e) in the LIVE database group). When these four outliers are excluded, MAD’s residuals are indeed deemed Gaussian.
are not readily visible, our visual system seems to employ a detection strategy in an attempt to locate any visible differences. For low-quality images, because the distortions tend to dominate the image's overall appearance, visual detection is less applicable; rather, quality is determined based primarily on our ability to recognize image content. Thus, in the high-quality regime, the HVS attempts to look for distortions in the presence of the image; whereas in the low-quality regime, the HVS attempts to look for image content in the presence of the distortions. We argue that these two fundamentally different strategies require two separate computational models.

Accordingly, two separate computational measures of perceived distortion were presented. The first measure, designed for high-quality images, assesses perceived distortion by taking into account contrast sensitivity, and local luminance and contrast masking. The perceived distortion is computed via a visibility-weighted local error measurement computed in the lightness domain ($L^*$). The second measure, designed for low-quality images, assesses perceived distortion based on the changes in local statistics between the subbands of the original image and the subbands of the distorted image. An overall measure of perceived distortion is computed via a weighted geometric mean of the high-quality and low-quality measures, where the weight is determined based on the estimated level of distortion.

The proposed MAD measure was shown to perform well on images from both the LIVE image database\textsuperscript{29} and the CSIQ image database.\textsuperscript{35} Statistically significant improvements in predicting subjective ratings were achieved in comparison to a variety of existing algorithms. Some notable limitations of MAD include its relatively high computational complexity and memory footprint attributable to the log-Gabor decomposition required for the low-quality measure. In addition, MAD is blind to color-only distortion and has not yet been tested over a range of viewing distances. We are currently in the process of refining the masking model and the log-Gabor decomposition to better take into account viewing distance. We are also exploring extensions of this work for color images and video quality assessment.
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