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Abstract—Smart mobile devices (SMDs) are integral for run-
ning advanced applications that demand significant computing
resources and quick response time, e.g., immersive gaming and
advanced image editing. However, SMDs often face constraints
in computational capacity and battery duration, restricting their
ability to process these tasks instantaneously. Cloud computing
can circumvent these limitations by computation offloading,
but cloud data centers (CDCs) are often deployed at long
distances from users, which results in longer computational
latency. To address the latency issue, the incorporation of small
base stations (SBSs) in the vicinity of the user provides services
with high bandwidth and low latency. The primary challenge
lies in balancing the economics of the system consisting of
different SMDs, SBSs, and a CDC, i.e., minimizing cost while
still meeting the latency requirements of applications. In this
work, a cost-minimized computation offloading framework is
formulated and solved by a two-stage optimization algorithm
named Lévy flight and simulated annealing-based grey wolf
optimizer (LSAG). The optimal edge selection strategy is defined
in the first stage for dealing with the case of several available
SBSs. The second stage coordinates task scheduling and optimizes
the allocation of resources among SMDs, SBSs, and CDC. LSAG
integrates the extended search property of Lévy flight and the
individual selection strategy of simulated annealing in the grey
wolf optimizer, which reduces the risk of falling into local optima
and finds the global optimum. Experimental results of executing
real-life tasks show that LSAG outperforms its state-of-the-art
peers in terms of cost and speed of convergence.

Index Terms—Cloud computing, computation offloading, edge
computing, grey wolf optimizer (GWO), swarm intelligence
algorithms.
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I. INTRODUCTION

OVER recent years, the widespread use of smart mobile
devices (SMDs) and advancements in wireless com-

munication has brought a large number of applications that
significantly enrich our daily routines, e.g., mobile gaming
and online conferencing [1]. However, these applications often
demand extensive computing resources, e.g., CPU time and
memory, and consume significant amount of battery power.
Given the limited computational capabilities and battery
endurance of SMDs, running such demanding applications
on the devices themselves poses a substantial challenge.
Furthermore, the high energy demand also leads to rapid
battery drain, ultimately reducing the lifespan of SMDs.
Cloud computing offers an expansive supply of computational
resources, enabling SMDs to offload intensive tasks for remote
processing that alleviates these issues. It enables SMDs to
offload their computation-intensive tasks to cloud data centers
(CDCs) through wireless connections. However, the remote
placement of CDCs introduces latency issues because the data
must travel considerable distances to and from servers in
CDCs, which is particularly problematic for applications that
require immediate response.

In response to these concerns, edge computing emerges as a
solution to counteract the latency concern by leveraging small
base stations (SBSs) positioned closer to the users [2]. SBSs
have more computational resources than SMDs and provide
local processing for offloaded tasks, thus delivering services
with high bandwidth and minimal latency. However, it is worth
noting that the computational resources at SBSs are not as
abundant as those in CDCs. Thus, low-latency fiber links
connect SBSs to CDCs. When SBSs encounter overloads or
tasks beyond their processing capacities, they can still delegate
those tasks to CDCs. It also needs to ensure that the processing
results can be returned promptly to SMDs. This collaboration
establishes a cloud-assisted mobile-edge computing (CMEC)
architecture especially suited for mobile applications that
require large amounts of computational resources and have
stringent latency requirements.

However, there are still three issues that demand our
resolution. The first one is the latency issue in communica-
tions. Specifically, the extra processes of task offloaded from
SMDs to SBSs, and from SBSs to the CDCs unavoidably
cause additional communication latency [3]. However, some
applications are delay-sensitive and require results to be
returned within a specified time limit defined by the users [4].
In that case, the total system latency must be within the
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acceptable range for the applications. The second one is the
resource allocation issue. With a large number of SMDs
offloading tasks to different SBSs that may further offload
tasks to the CDCs, it becomes an issue of how to efficiently
allocate resources in each SMD and SBS [5]. Finally, the
total cost of a CMEC system comprises costs involving
SMDs, SBSs, and the CDC and it is directly related to the
system’s energy consumption. In addition, lower system cost
indicates a more sustainable and environmentally friendly
system [6]. In dealing with the above problems, some of the
studies [7], [8], [9] consider minimizing the system delay, and
others [10], [11], [12] consider minimizing the system energy
consumption. However, it is difficult for existing computation
offloading strategies to balance resource allocation and energy
consumption while satisfying SMDs’ latency requirements in
the CMEC architecture.

This work designs a partial computation offloading tech-
nique, which aims to realize cost minimization in such a
complex and heterogeneous environment while meeting the
delay requirements of mobile applications. As the first step,
without losing generality, we propose a fundamental unit
architecture comprising multiple SMDs, SBSs, and a CDC.
This work adopts triple queueing models to analyze its overall
cost and performance. To be specific, M/M/1, M/M/c, and
M/M/∞ are adopted to model and monitor SMDs, SBSs
and the CDC, respectively. Moreover, this work adopts an
M/M/1 queueing model in the transmission channel. Based on
this architecture, a constrained optimization problem of cost
minimization for the CMEC system is formulated. Moreover,
a novel two-stage algorithm, named Lévy flight and simulated
annealing-based grey wolf optimizer (LSAG) is designed
for solving the above problems. LSAG incorporates Lévy
flight and a Metropolis acceptance criterion of simulated
annealing (SA) into a grey wolf optimizer (GWO). It is worth
noting that LSAG takes the resource allocation parameters
to be optimized as decision variables, and the computational
capacity and delay requirements of the CMEC system as
constraints. LSAG aims to optimize the system cost, which is a
single-objective optimization problem. Experiments using real-
world application tasks from Google’s CDCs reveal that LSAG
realizes cost-efficient computation offloading in the CMEC
architecture.

This work intends to make new contributions to CMEC
given as follows.

1) This work constructs a fundamental unit architecture
for studying the CMEC system, including SMDs, SBSs,
and CDC, which are characterized by heterogeneous
triple queueing models to analyze its overall cost and
performance.

2) A multiconstraint cost optimization problem is con-
structed according to the CMEC system, supported by
a novel two-stage optimization algorithm called LSAG.

3) Experiments and the comparison with several typical
algorithms with realistic trace data demonstrate that the
proposed LSAG significantly achieves lower cost and
faster convergence speed compared with its state-of-the-
art peers.

In addition, main differences between the current work and
our previous one [13] are listed as follows.

1) Different from [13], this work further considers different
queueing models of SMDs, SBSs, and the CDCs to
analyze the overall cost and performance of the CMEC
system.

2) Different from [13], this work explores queueing models
of transmission channels between SMDs and SBSs,
which makes the CMEC system closer to the actual
system scenario.

3) Different from [13], this work further investigates the
impact of user association in the first stage of LSAG on
the cost of the CMEC system and gives the experimental
results.

The remainder of this work is given as follows. Section II
gives the related work. Section III formulates a cost
minimization problem. Section IV gives the details of the
implementation of LSAG. Section V discusses the simulation
results. Section VI concludes this work.

II. RELATED WORK

This section discusses the related work from two aspects,
i.e., resource allocation and energy efficiency in mobile-edge
computing (MEC).

A. Resource Allocation in MEC

In a system with multiple SMDs, SBSs, and the CDC,
the computational offloading spreads the execution of tasks
across them. As a result, a rational allocation of computational
resources between edge and the CDC is required for users
because of their limited computational resources. A proper
resource allocation strategy can satisfy the requirements of
each SMD while conserving server resources. Moreover, since
different services in SMDs require different requirements of
Quality of Service (QoS), each service may utilize different
resource allocation strategies to satisfy its own QoS need.
Several studies have focused on resource allocation in CDC
or edge systems recently.

Xiao et al. [14] pointed out that MEC has difficulty in
properly scheduling policies that ensure fairness of loads
among MEC servers while maintaining a high level of
resource utilization. To address it, they design an MEC service
migration method based on coalition game and location-
aware mechanisms for SMDs. It divides MEC servers into
coalitions according to their Euclidean distances. Furthermore,
it discovers hotspots in each coalition region and migrates
tasks to proper edge servers to realize high resource uti-
lization. However, this work ignores the energy consumption
during service migration and it may cause significant energy
consumption in this system. Ma et al. [15] showed that
workloads of SBSs are usually unbalanced, which causes
high response time and resource costs. Therefore, a dynamic
task scheduling strategy is proposed to optimize the average
edge response time while satisfying the limits of resources.
However, this strategy does not consider the capabilities of
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SMDs. Wang et al. [16] considered the imperfect channel-
state information in MEC and proposed a two-stage algorithm
to decide the resource allocation strategy. Specifically, the
first stage reduces the original problem into a simplified one
and provides offloading priorities for all devices. The second
stage obtains an offloading decision. However, although the
algorithm has low complexity, some practical problems do
not have specific structures for the first stage. Li et al. [17]
considered numerous idle resources in vehicles in an urban
area, and therefore, vehicles are used as edge servers to
construct an MEC system. Moreover, they formulated this
model as a multistage Stackelberg game for dealing with the
resource allocation problem. Nevertheless, the workloads of
different vehicles are unbalanced and cause unbalanced issues.
Chen et al. [18] divided an MEC problem into two separate
optimization problems and the resource allocation strategy
considers both problems. The first one aims to optimize the
local execution cost and the second one aims to optimize the
offloading execution cost. They also considered the instability
of the connections between SMDs and the cloud because of
their mobility. In that case, the proposed offloading strategy
is embedded with failure recovery mechanisms. However, the
method has high time complexity, which leads to difficulties in
solving practical problems. Since different types of tasks have
different resource requirements, Yun et al. [19] considered that
different services in SMDs require different QoS levels and
some services may be urgent. In that case, they put different
types of tasks in SMDs into different service queues according
to their types, and each queue is managed dynamically to
effectively reduce the queuing delay of urgent tasks. Moreover,
the total workload of all queues is monitored for dealing with
insufficient resources in SBSs. However, some low-priority
queues may be blocked for a long time because of other high-
priority queues taking up resources and this method does not
consider the usage of cloud computing.

Different from the aforementioned studies, this work con-
structs a CMEC system to determine the allocation of
bandwidth resources in transmission networks and hardware
resources (computing and storage) in SBSs and the cloud. We
consider the generality and low complexity of the proposed
method, which allows it to better solve more practical
problems.

B. Energy Efficiency in MEC

Energy consumption and cost are important in a multilayer
heterogeneous MEC system because they affect the sustain-
ability of the system. Less energy consumption can slow down
the aging of the hardware and increase the economic efficiency
of the system. There are many studies on energy consumption
in an MEC system.

Merluzzi et al. [20] proposed an energy-efficient strategy for
reducing the total energy consumption in an MEC-aided 5G
network system. They propose a sleep operation for SBSs that
shift edge servers from always-on to always-available manner
for reducing the energy consumption. However, this strategy
does not consider the resource allocation in this system.
Shi et al. [21] proposed a nonlinear energy model for SMDs

that considers both resource requirements and energy con-
sumption. Moreover, they turn this problem into a nonlinear
program and propose a Dinkelbach-based iterative algorithm
to solve it. Nevertheless, this method does not consider the
battery levels of edge users. In addition, some studies consider
multiobjective optimization and one of the objectives is to
minimize energy consumption, Song et al. [22] investigated
the problem of route planning and resource allocation in
an unmanned aerial vehicle (UAV)-aided MEC architecture.
UAVs are considered edge base stations in this architecture,
and its trajectory optimization aims to make the UAV receive
more users’ offloaded tasks and minimize the system energy
consumption while reducing the overall computational delay of
the system. They propose an evolutionary-based reinforcement
learning approach that aims to find a balance between the
three objectives. Huang et al. [23] and Guo et al. [24]
solved a multiobjective disassembly and resource-constrained
optimization problem. The objectives of the problem include
minimizing energy consumption, minimizing disassembly
time, and maximizing profitability. They proposed a lexico-
graphic multiobjective scatter search (LMSS) to solve the
problem. Specifically, each individual means an objective
solution, and the population is used to find the global optimum
of the problem. In addition, LMSS employs linear weight
scatter search to improve the search efficiency and accuracy
of the algorithm. Finally, Guim et al. [25] considered the
autonomous lifecycle management for an MEC system. They
proposed a strategy that allows the efficient usage of resources
while guaranteeing QoS of various services. Moreover, the
energy consumption of the entire system is monitored in a
real-time manner to achieve energy minimization. However, it
has high complexity, making it challenging to solve real-world
problems.

In summary, different from these aforementioned studies,
we design an enhanced computation offloading approach for
minimizing the cost of the CMEC system. We consider the
energy consumption of SMDs, SBSs, and the CDC. Moreover,
we focus on delay-sensitive applications in such systems and
consider resource allocation among them. Finally, a novel
two-stage optimization algorithm is proposed to minimize the
system cost while satisfying time constraints.

III. PROBLEM FORMULATION

This section formulates a cost minimization problem based
on the CMEC systems. Fig. 1 shows the architecture of
the partial computation offloading and main notations are
summarized in Table I. It comprises N SMDs, J SBSs, and a
CDC. Each SMD is associated with one SBS, and each SBS
is linked to the CDC by fiber optics. This work considers
tasks that can be partitioned into several small tasks and each
of them can be processed independently and in parallel. For
instance, antivirus scanning software can be decomposed into
several discrete tasks, and each of them can be processed in
an SMD, SBS, or the CDC.

To analyze and monitor a CMEC system in partial com-
putation offloading scenarios, queuing models are adopted
to evaluate the performance of each component [26]. Each
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Fig. 1. Partial computation offloading architecture of CMEC systems.

SMD supports a specific type of applications and yields tasks
continuously. Thus, an M/M/1 queue is adopted to simulate an
SMD. Taking into account their different roles in the partial
computation offloading scenarios, each SBS is analyzed as
an M/M/c queue model, and the CDC is analyzed as an
M/M/∞ queue model. In addition, this work also considers
the queue model of shared channels between SMDs and SBSs.
Following [27], an M/M/1 queue is adopted in the uplink
and downlink of shared channels. Fig. 2 illustrates queueing
models of shared channels in this CMEC system.

For the given SMD i (1 ≤ i ≤ N), if there is a connection
to SBS j (1 ≤ j ≤ J), μij = 1; otherwise, μij = 0. Pk

i , Pk
j ,

and Pk represent the fractions of task k that are processed in
SMD i, SBS j, and the CDC, respectively. They satisfy that

Pk
i +Pk

j +Pk = 1. (1)

In the next sections, we first give the modeling of SMDs,
SBSs, and the CDC, and formulate a latency model and a cost
one for the unit architecture. Finally, a multiconstraint cost
optimization problem is formulated for the CMEC system.

A. Modeling of SMDs

This section constructs the working model of SMDs and
constraints based on their runtime performance. In this work,
we assume that tasks from each SMD i arrive in a Poisson
manner [28]. Tk

i is the time to run task k in SMD i, i.e.,

Tk
i = Ik

i Pk
i α

k
i

f k
i

(2)

where Ik
i represents the volume of input data for task k

acquired by SMD i, αk
i denotes the quantity of CPU cycles

for processing each bit of task k in SMD i, and f k
i denotes the

computational speed for executing task k in SMD i.
For each SMD i, the CPU speed utilized for performing

all tasks must not surpass its maximum allowable CPU

TABLE I
MAIN PARAMETERS

Fig. 2. Queueing models of shared channels in the CMEC system.

speed (Fi), i.e.,

K∑

k=1

f k
i ≤ Fi. (3)

Pk
i denotes the power consumption involved in performing

a specific part of task k in SMD i, i.e.,

Pk
i = Si(f

k
i )3 (4)

where Si is a fixed value established by the architecture of
SMD i’s chip.

E1
i is the total amount of energy used to complete all K

tasks in SMD i, and it is obtained as

E1
i =

K∑

k=1

SiI
k
i Pk

i α
k
i (f

k
i )2. (5)
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SMDs may offload tasks over the wireless channels to SBSs
for processing. Pt

i represents the power consumption during
data transmission between SMD i and its associated SBS.
In addition, it must not surpass its peak transmission power
(P̂t

i), i.e.,

0 ≤ Pt
i ≤ P̂t

i. (6)

Accordingly, the energy consumption for transmitting data
from SMD i to its associated SBS is denoted as E2

i , i.e.,

E2
i = Pt

iT
t
i (7)

where Tt
i denotes the transmission time between SMD i to its

associated SBS.
The amount of data returned by its SBS is considerably

smaller than the size of its original transmitted data [29].
Consequently, the energy consumption required for SMDs to
receive these results can be ignored. Accordingly, the energy
consumption of SMD i is denoted as Ei and it includes
two parts: local execution energy (E1

i ) and data transmission
energy (E2

i ), i.e.,

Ei = E1
i + E2

i . (8)

B. Modeling of SBSs and the CDC

This section constructs the working model of SBSs and
the CDC as well as constraints based on their runtime
performance. The distance between SMD i and SBS j is
represented as dij. Based on [30], the path loss between them
is (dij)

−v, where v is a parameter of the path loss. λij denotes
the channel bandwidth employed by SMD i in channels of
SBS j, and the bandwidth of SBS j assigned to all SMDs is
one, i.e.,

N∑

i=1

μijλij = 1. (9)

B̂j and B̌j refer to uplink and downlink bandwidth of SBS j,
respectively. R̂ij and Řij denote the upstream and downstream
transmission rates from SMD i to SBS j. According to
Shannon’s theorem [31], we have

R̂ij = λijB̂jlog2

(
1+Pt

i(dij)
−v|f1|2

ω0

)
(10)

Řij = λijB̌jlog2

(
1+Pt

j(dij)
−v|f2|2

ω0

)
(11)

where Pt
j means the power of transmitting data from SBS j to

each SMD, and f1 and f2 represent the wireless channel fading
parameters, which reflect the variations in signal strength that
occur as radio waves propagate through the environment. ω0
is the noise power of white Gaussian noise.

f k
ij represents the running speed at which task k from SMD i

is executed by SBS j and the computational speed of running
all tasks in SBS j must not surpass its upper bound limit
(F̂j), i.e.,

N∑

i=1

K∑

k=1

μijf
k
ij ≤ F̂j. (12)

The number of CPU cycles used to execute tasks in SBS j
cannot exceed its predetermined limit (Ĉj

S), i.e.,

N∑

i=1

K∑

k=1

(
μijI

k
i Pk

j α
k
i

)
≤ Ĉj

S. (13)

Moreover, memory required by tasks executed in SBS j must
not surpass its upper bound limit (M̂j

S), i.e.,

N∑

i=1

K∑

k=1

(
μijI

k
i Pk

j χ
k
i

)
≤ M̂j

S (14)

where χk
i denotes the memory requirement for carrying out a

single bit of task k in SMD i.
Moreover, the number of CPU cycles and memories con-

sumed by tasks executing in the CDC must not surpass their
predetermined limits, i.e.,

N∑

i=1

K∑

k=1

(
Ik
i Pkαk

i

)
≤ ĈCDC (15)

N∑

i=1

K∑

k=1

(
Ik
i Pkχk

i

)
≤ M̂CDC (16)

where ĈCDC and M̂CDC represent the upper bound limits of
CPU cycles and memories in CDC, respectively.

C. Latency Modeling

Many factors in the CMEC system cause latency, e.g.,
computation time at the SMDs, SBSs, and the CDC, and
the transmission latency among them because of the wireless
channel communication. The final task completion time needs
to satisfy users’ requirements. Accordingly, the latency model
is constructed in this section.

The duration required for SMDs to receive results from
the SBS can be neglected in this work according to [32]. Tk

ij
represents the time required for SMD i to complete task k in
both SBS j and the CDC, i.e.,

Tk
ij = T̃k

ij+T
k
ij (17)

where T̃k
ij is the overall time required for task k in SMD i

to upload, download, and process when using SBS j, and T
k
ij

is the overall time required for task k in SMD i to upload,
download, and process when using the CDC. T̃k

ij is obtained as

T̃k
ij =

�1

(
Pk

j +Pk
)

Ik
i

R̂ij
+Pk

j Ik
i Pk

i

f k
ij

+
�2

(
Pk

j +Pk
)

Ik
i

Řij
. (18)

The first term in (18) represents the duration needed for
task k to be uploaded from SMD i to SBS j while the second
term denotes the processing time for task k to be completed by
SMD i in SBS j. Besides, the third term represents the duration
needed for task k to be downloaded from SBS j to SMD
i. Additionally, �1 and �2 denote the uplink and downlink
data transmission overhead between each SMD and each SBS,
respectively.
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SBSs and the CDC are connected through high-speed fibers,
and tasks in SMDs are offloaded to SBSs and they can be
further offloaded to the CDC. Hence

T
k
ij = �3PkIk

i

rt
+PkIk

i α
k
i

fC
+�4PkIk

i

rt
. (19)

The first term in (19) represents the duration needed for task
k to be uploaded from SBS j to the CDC, while the second
term represents the processing time for task k to be completed
by SMD i in the CDC. Finally, the third term represents the
duration needed for task k to be downloaded from the CDC
to SBS j. rt is defined as the transmission rate of backhaul
between SBSs and the CDC. Additionally, �3 and �4 denote
the uplink and downlink data transmission overhead between
each SBS and the CDC, respectively. In addition, fC represents
the computation speed of the CDC.

It should be mentioned that the computation conducted
in SMDs and that at SBSs and the CDC works in parallel.
Accordingly, the total time (Ti) required to execute all K tasks
in the system is the maximum value of Tk

i and
∑J

j=1 μijTk
ij, i.e.,

Ti =
K∑

k=1

max

⎛

⎝Tk
i ,

J∑

j=1

μijT
k
ij

⎞

⎠. (20)

Finally, the computation time must not surpass the prede-
termined time required by SMD i (T̂i), i.e.,

Ti ≤ T̂i. (21)

D. Total Cost Model

The total cost of the CMEC system includes the cost of all
SMDs, SBSs, and the CDC. Moreover, the final optimization
goal is to minimize the system cost. In that case, the energy
consumption model and the cost model of the CMEC system
are formulated in this section.

Eij represents the energy consumed by executing SMD i’s
offloaded tasks in SBS j, i.e.,

Eij =
K∑

k=1

SjI
k
i Pk

j α
k
i (f

k
ij )

2 (22)

where Sj is a fixed value established by the chip architecture
of SBS j.

Ei0 represents the energy consumed in executing SMD i’s
offloaded tasks in the CDC, i.e.,

Ei0 =
K∑

k=1

(
PS�3PkIk

i

rt
+PC�4PkIk

i

rt
+Ik

i Pkαk
i ec

)
(23)

where PS and PC represent the power of transmitting data
from the uplink and downlink channels between an SBS and
the CDC, respectively. ec denotes the energy consumption per
CPU cycle in the CDC.

Moreover, the energy consumption in both SBSs and the
CDC must not surpass their predetermined limits, i.e.,

N∑

i=1

μijEij ≤ Êj (24)

TABLE II
DECISION VARIABLES

where Êj denotes the maximum available energy of SBS j

N∑

i=1

Ei0 ≤ Êc (25)

where Êc denotes the maximum available energy of the CDC.
The total cost of the CMEC system (F) includes three

distinct parts, i.e., the cost of local computing (F1), the cost
of edge computing (F2), and the cost of CDC (F3). In this
case

F = F1+F2+F3 (26)

F1 = rM

N∑

i=1

Ei (27)

F2 = rS

N∑

i=1

J∑

j=1

Eij (28)

F3 = rC

N∑

i=1

Ei0 (29)

where rM , rS, and rC denote costs per unit of energy ($/kWh)
in SMDs, SBSs, and the CDC, respectively.

E. Optimization Problem

In conclusion, Table II shows the decision variables of the
system and our goal is to optimize F , i.e.,

Min
χ

F

where χ represents a set of decision variables and it is subject
to (1), (3), (6), (9), (12)–(16), (21), (24), and (25).

IV. LÉVY FLIGHTS AND SIMULATED ANNEALING-BASED

GREY WOLF OPTIMIZER

This section explains the implementation details of LSAG.
The objective function and its constraints are designed based
on the offloading scenario discussed in Section III. We aim
to find the optimal values of decision variables to yield our
offloading strategy. The proposed offloading strategy aims to
optimize the cost of the system while meeting time require-
ments of tasks.

Since F is nonlinear with respect to χ , it is a nonlinear con-
strained optimization problem. In this case, a penalty function
approach is used to tackle the constraints. Specifically, it turns
constraints into penalties and transforms the multiconstraint
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problem into an unconstrained optimization problem. In this
approach, each constraint is converted to a penalty with a
nonnegative value. For instance, when the total penalty is
zero, it indicates that all constraints are satisfied without any
violation

Min
χ

{
φ̃ = ∞

N�+φ

}
. (30)

In (30), φ̃ is an augmented objective function and
∞
N denotes

a big positive number. � denotes the sum of all penalties of
all constraints, which is obtained as

� =
N�=∑

p=1

(max{0,−gp(x)}) 0
γ 1+

N=∑

q=1

∣∣hq(x)
∣∣

0
γ 2 . (31)

In (31), N= and N �= are numbers of equality and inequality

constraints.
0
γ 1 and

0
γ 2 denote two positive numbers. An

inequality constraint p (1≤p≤N �=) is then turned into gp(x)≥0.

The penalty of p is (max{0,−gp(x)}) 0
γ 1 if it is not satisfied,

and it is zero otherwise. Similarly, an equality constraint q
(1≤q≤N=) is turned into hq(x) = 0. The penalty of q is

|hq(x)| 0
γ 2 if it is not satisfied, and 0 otherwise.

Some typical methods can solve unconstrained problems,
e.g., nonlinear least squares and Levenberg–Marquardt meth-
ods. However, they require that optimization problems have
certain mathematical structures. For instance, they demand the
first or second-order derivatives [33]. To avoid such afore-
mentioned disadvantages, many studies adopt evolutionary
algorithms and swarm intelligence algorithms because they
can easily be implemented to solve unconstrained problems
and the results obtained are of high robustness. However,
each optimization algorithm may bear some disadvantages.
For example, although the convergence of GWO is fast,
it is prone to fall into local optima when solving high-
dimensional problems [34]. The genetic algorithm (GA) has
great exploration ability but fails to balance its exploitation
ability with poor search accuracy.

To avoid such drawbacks, this work proposes a novel two-
stage optimization algorithm called LSAG. It comprises two
stages. The first stage is used to decide edge selection (μij)

and the second one is used to decide other decision variables,
including Pk

i , Pk
j , Pk, f k

i , Pt
i, λij, and f k

ij .
The principle of low-requirement and low-capacity-first

(LLF) is applied in the first stage of LSAG to establish the
linkage between each SBS and each SMD. In other words,
LLF is proposed to decide the connection between an SBS
and an SMD. If an SMD (Xi) is only within the coverage of
one SBS (Sj), μij = 1, e.g., SMD 1 is served by SBS 1 in
Fig. 1 and thus μ11 = 1. Otherwise, when LLF is employed,
SMDs that require fewer resources are paired with SBSs
that have fewer resource capacities. This leads to a situation
where SBSs in a larger resource pool remain underutilized.
In that case, SMDs with higher resource requirements are
inclined to receive services directly from these underutilized
and resource-abundant SBSs rather than depending on the
CDC. The reduced reliance on CDC processing can lead to
lower latency and cost. However, the resource requirement of

an SMD is represented as a 2-D vector, encompassing CPU
and memories, where each axis is a resource type. To compare
different resource types uniformly, the needs across all types
are normalized with the maximum norm. The overall resource
requirements are then determined with the Euclidean norm.

In the second stage, LSAG optimizes the rest of decision
variables. It adopts Latin hypercube sampling (LHS) to initialize
the population for well covering the search space. Moreover,
the attenuation factor a is pivotal in balancing exploration and
exploitation during the optimization. The process is exploration
when a>1. Each grey wolf hunts with a probability of (1/a),
and searches with a probability of 1−(1/a). However, a fixed
proportion of exploration and exploitation is difficult to adapt
to the actual situation. Therefore, an adaptive attenuation factor
that is controlled by γ is proposed in this work. It is assumed
that t1 is the current iteration count and t̂1 is the maximum one.
Therefore, when (t1/t̂1)<γ , a is updated with (32); otherwise,
a is updated with (33)

a = −0.1 × t1
t̂1

+0.5 (32)

a = 2 −
(

−0.1 × t1
t̂1

+0.5

)
. (33)

Furthermore, to enhance the exploration capacity in com-
plex scenarios, LSAG adopts the Lévy flight strategy, which
supports broader searches in the decision space due to its
heavy tail distribution [35]. There is a relatively high probabil-
ity of taking long strides in the process of random walking. In
this way, grey wolves can step out of local optima and take a
big step in the search space during an optimization process for
improving the global exploration ability. The distance between
the third best wolf (δ) and the other wolves is Dδ , which is
determined by the distance between the two best wolves and
other wolves (Dα and Dβ)

σu =
�(1+ζ )sin

(
πζ
2

)

�
1+ζ

2 ζ × 2
ζ−1

2

1
ζ

(34)

σv = 1 (35)

where ζ is a parameter for stabilization of Lévy flight, u ∼
N(0, σu

2), and v ∼ N(0, σv
2). Then, Dδ is updated as

Dδ=
1

2

[
u

|v|−ζ

(
Xi

d − αd
)

+ u

|v|−ζ

(
Xi

d − βd
)]

(36)

where αd and βd denote the values of dimension d of the first
two best wolves including α and β. Then, the new population
X′ is updated as

X′
i
d = 1

2

[
αd−A1 × Dα+βd−A2 × Dβ

]
+Dδ (37)

where A1 and A2 denote coefficient vectors.
LSAG employs the Metropolis acceptance criterion from SA

to choose candidates for the next iteration. It can accept moves
of the population that could worsen the objective function [36].
Therefore, it can increase the population diversity, and individ-
uals have a higher probability of targeting the global minimum
more effectively. The acceptance probability is obtained as

p = e− �
T (38)
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Algorithm 1 LSAG
Input: Maximum number of iterations (t̂1), exploration proportion
(γ ), number of individuals (M), dimension number (D), and initial
temperature (T)
Output: Final population

1: Initialize the population (X)
2: for each SMD i do
3: if SMD i can be only served by SBS Sj then
4: μij = 1
5: end if
6: end for
7: Allocate SMD i to SBS j with the LLF
8: Choose the best individual α, and the suboptimal individual β
9: for t1=1:t̂1 do

10: for i=1:M do
11: if t1

t̂1
<γ then

12: Calculate a with (32)
13: else
14: Calculate a with (33)
15: end if
16: end for
17: for i=1:M do
18: for d=1:D do
19: Update A1 and A2 with the equation of 2 × a × r1−a
20: Update C1 and C2 with the equation of 2 × r2−a
21: Dα = |C1 × αd − Xi

d|
22: Dβ = |C2 × βd − Xi

d|
23: Calculate σu with (34)
24: Calculate Dδ with (36)
25: Update X′

i with (37)
26: Calculate p with (38)
27: end for
28: if f(Xi

′) < f(Xi) then
29: Xi = Xi

′
30: else
31: if p>r1 then
32: Xi = Xi

′
33: else
34: Xi = Xi
35: end if
36: end if
37: end for
38: end for
39: return X

where p is the acceptability and T is the initial temperature. �

is the difference of objective function values before and after
each iteration.

LSAG is realized in Algorithm 1 and its flowchart is shown
in Fig. 3, where f(·) is the fitness function that calculates the
total cost of the system. In addition, we discuss the time com-
plexity of LSAG. The primary source of computation overhead
is the for loop, which halts when the number of iterations
reaches t̂1. Moreover, the time complexity per iteration is
O(DN). Consequently, LSAG has the overall time complexity
of O(t̂1DN). It is worth noting that LSAG is executed in
SBSs. The reasons are given as follows. First, SBSs have more
computational resources than SMDs. Therefore, they have
enough computational resources and performance to execute
LSAG. Second, SBSs communicate with SMDs directly. In
this case, SMDs report their current states like residual energy
to SBSs and SBSs can collect performance metrics of SMDs.

Fig. 3. Flowchart of LSAG.

Moreover, LSAG can be better leveraged by implementing it
in high-performance SBSs.

V. PERFORMANCE EVALUATION

This work evaluates LSAG with realistic tasks from Google
data centers for one day. To simulate the input data of each
SMD, tasks from Google data centers are collected every five
minutes. Moreover, each time slot also has a duration of five
minutes. LSAG is implemented in MATLAB R2021b, running
on a computer with 16-GB RAM and an Intel i7-10700F CPU
with 2.90 GHz.

A. Parameter Setting

According to [37], parameters of SMDs, SBSs, and the CDC
are set in Tables III and IV. Moreover, parameters of LSAG
are set as: γ = 0.5 for balancing exploration and exploitation,
ζ = 1.5 according to [38], and T = 1000 according to [39].

B. Experimental Results

We compare LSAG with its three typical benchmark
peers, including GA [40], genetic learning particle swarm
optimization (GLPSO) [41], and GWO [42]. Moreover, M =
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TABLE III
PARAMETER SETTING—PART I

TABLE IV
PARAMETER SETTING—PART II

50 and t̂1 = 1000 for all compared algorithms. Their advan-
tages are summarized as follows.

1) GA combines genetic operations, e.g., crossover, selec-
tion, and mutation. In that case, its individual diversity
is high. As a result, it has good global search ability and
can search all solutions. Thus, the comparison between
GA and LSAG proves search efficiency of LSAG.

2) GLPSO combines merits of GA and particle swarm
optimization (PSO), and therefore, GLPSO inherits the
search accuracy of PSO and excellent search efficiency
of GA. Thus, comparing GLPSO with LSAG and
GLPSO proves the exploration speed and search accu-
racy of LSAG.

3) GWO is the base optimizer of LSAG. Moreover, it
has strong convergence performance. Therefore, the
comparison between LSAG and GWO proves LSAG’s
convergence performance.

Figs. 4 and 5 show the cost and associated penalties for
LSAG, GA, GWO, and GLPSO in the CMEC system with ten
SMDs after 1000 iterations, it is shown that LSAG outperforms
the other algorithms by minimizing the cost ($0.048) after its
iteration. Moreover, GWO obtains its best solution after 920
iterations, which is much larger than LSAG. Although the high
diversity of the population in GA helps it to find a solution
quickly. However, it traps into local optima and has the highest
cost after 1000 iterations. Furthermore, it is shown in Fig. 5
that the penalty of GLPSO is 0.0015 after 1000 iterations. In
addition, the penalty of GA also fails to achieve zero, which is
0.02 in Fig. 5 after 900 iterations. The result proves that GA
and GLPSO cannot generate high-quality solutions meeting
all the constraints. The penalties associated with both LSAG
and GWO end up reaching zero values after the iterations. It
confirms the validity of they yielded solutions. Nevertheless,
GWO derives a feasible solution after 200 iterations, yet
takes longer time than LSAG. It is worth noting that LSAG
starts with a lower penalty and reaches the zero penalty after
only 100 iterations, which outperforms other algorithms. As
a result, it is hard for benchmark algorithms to well balance
search efficiency and accuracy in the formulated problem.
Specifically, GLPSO and GA cannot find desired solutions
meeting all the constraints after their required iterations. GWO
finds valid solutions but it has low search efficiency. Therefore,
LSAG has better search efficiency and accuracy than state-of-
art algorithms, and it can better solve the offloading problem.

Fig. 6 shows the cost and penalty of LSAG for varying
numbers of SMDs. It demonstrates that the penalty of LSAG

Fig. 4. Iteration curve of the cost given ten SMDs.

Fig. 5. Iteration curve of the penalty given ten SMDs.

Fig. 6. Total cost and penalty with different N.

is always zero, which justifies that LSAG finds solutions that
meet all constraints. The total cost of the four algorithms
for different numbers of SMDs is presented in Fig. 7, it is
illustrated that LSAG attains the lowest cost when N ranges
from 0 to 40. Moreover, it is shown that the cost of GWO
and GA increases faster after 25 SMDs, which proves that
GWO and GA cannot well explore the search space when the
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Fig. 7. Total cost versus different N.

Fig. 8. Total cost versus different d.

Fig. 9. Cost with and without LLF.

number of SMDs is large. Thus, LSAG achieves higher global
exploration ability and yields the best result.

The total cost of four algorithms against various distances
between SMDs and SBSs is shown in Fig. 8. The scenario
assumes a fixed number of ten SMDs. It is shown that the
final cost of all algorithms increases with distance because the
increasing distance between SMDs and SBSs results in larger
transmission energy. Moreover, LSAG achieves the minimum
cost across all distances for all algorithms. Fig. 9 shows the cost
with the LLF strategy and without it for varying numbers of
SMDs and SBSs. It illustrates that LLF can reduce the system
cost and more SBSs reduce the total cost because LSAG can
better allocate sufficient resources among SBSs and reduce
the cost of the CDC. Moreover, Fig. 10 illustrates the cost
of LSAG for different T̂i and N. It is illustrated that LSAG
can be satisfactorily solved the problem under different delay
constraints.

Furthermore, Fig. 11(a)–(d) illustrates the cost of SMDs,
SBSs, the CDC, and the total one of LSAG with respect
to the number of SMDs. We also include three other strate-
gies, including random offloading, local computing, and full

Fig. 10. Cost with different T̂i and N in LSAG.

offloading [43]. Fig. 11(a) shows that LSAG outperforms
random and local computing in terms of SMDs’ total cost
for different numbers of SMDs. Its cost is higher than
full offloading, resulting in larger transmission delays. The
offloading strategy aims to minimize energy consumption
while meeting the time requirements of tasks. Thus, the latency
of full offloading is not acceptable. Moreover, Fig. 11(b)
illustrates that the cost of SBS with LSAG is $0.16 for the
case with 40 SMDs. It is lower than random offloading and
full offloading. Local computing executes all tasks in SMDs
and does not involve SBSs and the CDC. However, it requires
large computation time and it does not meet the latency
requirements of tasks.

Fig. 11(c) shows that the proposed strategy outperforms the
random and full offloading with respect to the cost of the
CDC. It is higher than that with local computing that does not
involve the CDC. Furthermore, Fig. 11(d) shows the total cost
with the proposed offloading strategy for the number of SMDs.
It can be noted that LSAG has the lowest cost among almost
all strategies. In addition, the iteration curves provided with
ten SMDs are shown in Fig. 11(e), and the penalty for each
strategy with various numbers of SMDs is shown in Fig. 11(f).
It can be observed that all the strategies except LSAG have
nonzero penalty values after their total iterations. To sum up,
LSAG achieves the best results and meets all the constraints.

VI. CONCLUSION

Nowadays, SMDs substantially influence our daily lives.
However, their confined battery power and computational
capabilities make it challenging to complete all tasks within
the limited time required by users. MEC is introduced to
solve the problem. However, the challenge remains for existing
computation offloading strategies to achieve a balance between
resource allocation and energy consumption while meeting the
latency requirements of SMDs. This work designs a CMEC
framework for partial computation offloading. Moreover, a
constrained optimization problem targeting cost minimization
is established and addressed by a two-stage optimization
algorithm, named LSAG. The first stage of LSAG determines the
optimal edge selection policy when multiple SBSs are available
to an SMD, while the second stage aims to optimize resource
allocation in the system, thereby minimizing the system’s total
cost. LSAG integrates the merits of Lévy flight and SA into a
GWO to enhance the global search capabilities and the ability to
escape from local optima. Experiments based on real-world data
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(a) (b)

(d) (e)

(c)

(f)

Fig. 11. Results of different strategies. (a) Cost of SMDs versus different N. (b) Cost of SBSs versus different N. (c) Cost of the CDC versus different N.
(d) Total cost versus different N. (e) Penalty of ten SMDs. (f) Penalty of each strategy.

demonstrate that LSAG outperforms the compared algorithms
by achieving lower system costs in fewer iterations.

In the future, we intend to enhance the LSAG framework
to accommodate scenarios involving the mobility of SMDs
and SBSs, subsequently conducting a thorough performance
analysis in these dynamic settings. In addition, we will also
consider applying LSAG to solve multiobjective optimization
problems with more objectives, e.g., user experience.
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