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MGMASR: Multi-Graph and Multi-Aspect Neural
Network for Service Recommendation

in Internet of Services
Zhixuan Jia, Yushun Fan , and Jia Zhang , Senior Member, IEEE

Abstract—With the flourishing development of Everything-as-
a-Service (EaaS) and Internet of Everything (IoE), Internet of
Services (IoS) has recently emerged as a new buzzword in the
field of service computing. Providing accurate and personalized
service recommendations to users is essential yet highly challeng-
ing in IoS, from a sea of services. Besides the severe sparsity of
users’ historical behavior data on services, little study has been
reported in the literature on fully exploiting multiple relationship
networks embedded in IoS. To fill this gap, we propose a novel
Multi-Graph and Multi-Aspect neural network-powered method
for Service Recommendation in IoS. Graph neural networks
(GNNs) and attention mechanism are jointly employed to simul-
taneously extract information from a collection of heterogeneous
knowledge graphs, constructed from historical data recorded
in IoS including the user-service interaction graph, the user-
user social graph, and the service-mashup graph. Based on the
knowledge learned, user-service interactions are scrutinized from
multiple aspects to better learn the multiple preferences of users
and the multiple characteristics of services, in order to refine
their profiles for future recommendation. The results of extensive
experiments over the real-world datasets have demonstrated that
MGMASR outperforms the baseline methods and can provide
service recommendations more accurately for users in IoS.

Index Terms—Internet of Services, service recommendation,
deep learning, rating prediction.

I. INTRODUCTION

W ITH the booming of Service-oriented Computing
(SOC) [1], Big Data [2] and Cloud Computing [3],

recent years have witnessed a trend of Everything-as-a-
Service (EaaS) [4] and Internet of Everything (IoE) [5].
As the trend gradually grows into its maturity, the con-
cept of Servitization continues to grow in popularity and
expansion, resulting in a new phenomenon called Internet of
Services (IoS) [6]. IoS refers to an enormous and complex
service network system, comprising a large number of cross-
domain, cross-network, cross-border services, connected by
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various types of interconnection relationships [7]. Note that
the services here are general-purpose services, including not
only Web services and network services, but also real-world
physical services such as daily life services, medical and pen-
sion services, and technology services [8]. IoS aims to provide
a ubiquitous network and intelligent service foundation for the
state, society, and industry.

Due to the information overload [9] caused by the massive
amount of services, it becomes paramount to provide accurate
and personalized service recommendations to users in IoS for
three significant reasons. From the user’s point of view, ser-
vice recommendation can help users find the services they
are interested in or need, which can also enhance the qual-
ity of experience (QoE). For example, if a user is a sports
fan, proactively feeding him with some sports-related services
will give him a better QoE than asking him to search on
his own. From the perspective of services, service recommen-
dation can increase the exposure of services, and save them
from becoming long-tail services even from unnecessary ser-
vice demise [10], [11]. From the perspective of the overall
IoS system, service recommendation may constantly drive the
creation of value-added activities, and promote healthy devel-
opment of the ecosystem by through the formation of service
chains [12].

In order to provide accurate personalized service recom-
mendation, leveraging various types of relationships may be
useful. Let us consider a real-world user request to recommend
a hotel service in a new city. Instead of merely recommending
a hotel service based on its description, we can first search the
user’s social friend circle (the user-user relationship shown in
Fig. 1) and identify a good friend living in the city. Then we
can search the friend’s service usage records (the user-service
relationship shown in Fig. 1) and find her or his favorite
hotel service. Afterwards, we can further search the service-
service relationship shown in Fig. 1, to examine whether there
are restaurant services to which the people staying in that
hotel usually go. As a result, we can not only recommend
a trustworthy hotel service, but also reasonably recommend
a restaurant service. This motivating example shows that uti-
lization of various types of relationships can enhance service
recommendation and provide users better service experiences.

As shown in this simple example illustrated in Fig. 1, IoS
naturally exhibits complex network structural characteristics.
The services and other subjects in IoS form a variety of
relationship graphs, through various associative relationships.
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Fig. 1. An example of multiple relationship graphs and multiple aspects
supporting service recommendation in IoS: a user-service interaction graph,
a user-user social graph and a service-service mashup graph. Different evalu-
ations reflect users’ preferences (and services’ characteristics) from multiple
aspects implicitly.

To solve the motivating example, Fig. 1 shows an example
of three relationship graphs carried in IoS. (i) User-Service
Interaction Graph. The nodes in this graph represent users
and services, and the edges represent the interaction relations
(e.g., invocations or evaluations) between the users and the
services. For example, when a user gives a rating to a hotel
service he has used, an edge will be added between the user
node and the service node, labeled by the rating record [13].
(ii) User-User Social Graph. The nodes in this graph denote
the users, and the edges denote the social relations (e.g., trust
or friendship) between the users. A common example is that
when a user makes a friend with another user, an edge will
be added between the two user nodes representing a mutual
trust relationship with each other [14]. (iii) Service-Service
Mashup Graph. To satisfy complex user demands, multiple
services oftentimes collaborate in the format of a mashup (i.e.,
service composition) as a comprehensive service solution. As
time goes by, some services gradually form a mashup relation-
ship; that is, these services are more likely to be used together
in a mashup [15]. Illustratively, the nodes in this graph indi-
cate the services. An edge indicates that the two services at
its ends were used in a mashup, which is shown as the label.

However, for service recommendation in IoS, it is not a
trivial task to exploit its inherent relationships due to two sig-
nificant challenges. The first challenge is the extremely sparse
historical interaction data in IoS [16]. IoS is a big data environ-
ment, in which the average number of services used by users
is much smaller than the existing number of services [12]. As
a result, there is a great sparsity in users’ historical behav-
ior data. Coarsely using such sparse interaction data makes
it difficult to fully understand user preferences and service
characteristics, which in turn leads to a dramatic decrease
in the accuracy of service recommendation [17]. The sec-
ond challenge is how to reasonably utilize various relationship
graph data together in IoS. The design of a service recom-
mendation method for IoS shall consider and leverage diverse
relationship graphs in IoS. Unlike regular Euclidean data
such as sequence and image, the data of relationship graphs
in IoS is non-Euclidean data. Traditional statistical learning
methods, as well as classical deep learning techniques (e.g.,
convolutional neural networks and recurrent neural networks),

have the limitation that they cannot be directly applied to
handle large amount of different non-Euclidean data in IoS
simultaneously [14], [18], [19].

To address the aforementioned two challenges, in this work,
we propose MGMASR, a Multi-Graph and Multi-Aspect neu-
ral network-powered method for Service Recommendation in
IoS.

Specifically, MGMASR tackles the first challenge of data
sparsity in two steps. The first step is to use tailored strate-
gies to explicitly enrich various relationship graphs in IoS.
We first gather users’ social information to enrich the User-
User Social Graph. By bringing in side information like users’
various kinds of social relationships (e.g., trust relationship or
friend relationship), we can mitigate the adverse effects caused
by the severely sparse users’ historical behavior data [20].
We introduce a method to enrich the Service-Service Mashup
Graph, by discovering and integrating multiple service pairs
with potential mashup relationship based on the interaction
data. Thus, we design a metric for calculating the Mashup
Relevance (MR) between services. It can measure the likeli-
hood of any two services falling into a service mashup, without
collecting detailed statistics about mashups. The second step
is to exploit the interaction data at a fine-grained level. As
shown in Fig. 1, user preference is a composite of preferences
from multiple aspects, such as response time, popularity, reli-
ability, cost-effectiveness, and so on [21]. Different users may
bear different preferences. For example, compared to the pop-
ularity of a service, one user may be more concerned about
the reliability of the service, while some other users may do
the opposite. Similarly, service characteristic can also be seen
as a collection of characteristics from multiple aspects [22].
Different services exhibit different characteristics once they are
released by service providers. For instance, some services may
emphasize on cost-effectiveness, yet some other services may
emphasize on quick response. To be concrete, we develop a
novel multi-aspect analysis method for capturing fine-grained
implicit user preference and service characteristic in user’s
historical evaluations over services from multiple aspects, by
leveraging the fully connected layers [23] and a multi-aspect
attention mechanism. Facing the second challenge of learning
from comprehensive relationship graph data in IoS, we choose
to apply a state-of-the-art deep learning technique, graph
neural networks (GNNs) [24], which have demonstrated pow-
erful processing capabilities for these different non-Euclidean
data [25]. Furthermore, we apply the interaction/social/mashup
attention mechanisms to distinguish the messages of neigh-
bor nodes to jointly extract more valuable knowledge from
different relationship graphs, respectively.

Comparing the representative and competitive baselines,
extensive experiments over two real-world IoS datasets
CIS and EPS have proved the effectiveness of MGMASR.
MGMASR improves over the strongest baseline w.r.t MAE
(Mean Absolute Error) by 0.83%, 1.22%; RMSE (Root Mean
Squared Error) by 1.26%, 3.57% on CIS and EPS. We also
perform the detailed main components study, the hyperparame-
ter analysis and the computation cost experiment. Experiments
have shown that MGMASR can be employed in IoS to pro-
vide accurate service recommendation. It can potentially serve
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as one of the technologies that drive the service economy of
IoS.

The major contributions of our work can be summarized in
three-fold.

• We present MGMASR, a multi-graph and multi-
aspect neural network-powered service recommendation
method, which can provide personalized service recom-
mendation to users in IoS, by accurately predicting how
users may rate services.

• We develop a technique to jointly learn multiple relation-
ship graphs in IoS based on user’s historical evaluations
and social information, by leveraging GNNs and the
interaction/social/mashup attention mechanisms.

• We take into account user preferences and service char-
acteristics from multiple aspects at a fine-grained level
based on user’s historical evaluations, by deploying a
multi-aspect attention mechanism and fully connected
layers.

The remainder of the article is organized as follows.
Section II compares with related work. Section III formally
defines the problem. Section IV introduces our proposed
MGMASR. Section V explains in detail how to train and
learn relevant parameters. Section VI presents the experimental
results together with analysis. Finally, Section VII concludes
the article.

II. RELATED WORK

Our work mainly touches on three research areas: Internet
of Services, service recommendation, and deep learning for
recommender system. In this section, we review representative
related work in the three areas and distinguish our work from
them.

A. Internet of Services

Existing research related to IoS is mainly focused on three
topics: network architecture, optimal design of service system,
and operational optimization and dynamic reconfiguration of
service system.

Regarding the network architecture, researchers’ main focus
is on modeling, analysis, and evolution. In terms of basic the-
ory, the openness, dynamicity and self-adaptability of service
system have been studied, and the behavioral characteris-
tics and dynamic evolutionary properties of service network
have been analyzed [26], [27], [28]. In terms of architecture,
researchers have examined how service individuals aggre-
gate to form complex networks, and the impact of individual
behaviors on the overall service network [12], [29], [30].
In terms of key technology, researchers have focused on
service aggregation methods, service resource combination
and scheduling [31], [32], [33]. As for the optimization
design, the model-driven service methodology, the domain
analysis-based service methodology, and the semantics-driven
service methodology have been proposed. For example,
for the purpose of service composition/aggregation and
“Demand-Service” matching, researchers have tried to lever-
age domain prior knowledge, supplemented by intelligent
algorithms [8], [34], [35]. For the operational optimization

and dynamic reconfiguration of IoS, researchers have stud-
ied dynamic selection, self-adaptation and self-evolution of
services in a static or mobile environment [36], [37].

However, few studies have examined how to better address
the problem of information overload that exists in IoS. In
contrast, our work aims to design a service recommenda-
tion method in the application scenario of IoS to tackle this
problem.

B. Service Recommendations

A common service recommendation task takes the form
of predicting whether a service will be invoked by a service
developer/user, or predicting a future quality state of a service.

Solution techniques generally include matrix factorization,
factorization machine, deep learning and so on. Fletcher [38]
uses regularized matrix factorization to make personalized
Web API recommendations. It considers both explicit and
implicit user preferences. Cao et al. [39] employ a factor-
ization machine based on the attention mechanism to solve
the recommendation problem of Web APIs. Taking consider-
ation of dynamic characteristics of both users and quality of
service, Wu et al. [40] use recurrent neural network paired
with matrix decomposition for time-aware service recommen-
dation. They aim to recommend services based on QoS values,
which is an attempt to recommend services with the highest
QoS values for users. Wei et al. [14] use GNNs to capture
high-order social information about users. So the model can
refine the learning of representations of users and make more
accurate service recommendation under a personalized ranking
task. Yan et al. [41] employ the descriptions of services and
GNNs to learn the bilateral information toward service recom-
mendation. They use a domain-level attention unit to learn the
similarity between user needs and related service domains.
Besides, They design a graph convolution network on the
service-composition graph to import the structured information
into service embeddings.

Unlike existing studies, our work is based on a rating
prediction task to provide accurate and desirable service rec-
ommendations to users in IoS. For the solution techniques,
we mainly leverage GNNs and the attention mechanism to
learn the representations of users and services via multiple
relationship graphs in IoS and multiple aspects of user-service
interactions.

C. Deep Learning for Recommender System

With the advancement of big data and artificial intelligence
techniques, increasingly more deep learning methods have
been applied in the scenario of recommender systems [42].

Here are some examples. NCF [43] is a representative neu-
ral network-based collaborative filtering framework. It can
replace the traditional inner product operation with a multi-
layer perceptron. Its emergence has successfully demonstrated
that models applying deep learning techniques can yield
better recommendation performance. In recent years, GNNs
have made great achievements in deep learning based recom-
mender systems. For example, LGNN [44] simplifies feature
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transformation and nonlinear activation in GNNs based rec-
ommendation model for the task of personalized ranking. It
advocates learning user and item embeddings by propagating
them linearly on the user-item interaction graph. This makes
it computationally efficient along with improved performance.
Simultaneously, more and more models are considering the
introduction of side information to enhance performance. In
terms of introducing users’ social information, DGNN [45]
investigates user-to-user relationship, item-to-item relationship
and user-to-item relationship for deep latent representation. It
also considers social effects to be dynamic and multifaceted.
Further, MGNN [46] uses the GNNs and the attention mech-
anism to learn the representations of users and items with
users’ opinions. It further employs cosine-based similarity to
complete the construction of an item-item graph and extracts
knowledge from three different graphs. However, both of them
neglect to mine the most critical user interaction data at a
fine-grained level from multiple aspects.

In contrast, our work not only considers the use of multiple
relationship graphs, but also provides a fine-grained multi-
aspect analysis of user interaction data. Therefore, our work
can also be well-generalized to item recommendation.

III. DEFINITIONS AND PROBLEM FORMULATION

In this section, we will introduce the definitions, and
describe the problem that we plan to solve in our article.

Definition 1 (Internet of Services, IoS): In this article, IoS
is represented as a 5-tuple set IoS = {U ,S,SC,SM,R} in the
context of service recommendation. U = {u1, u2, u3, . . . , un}
is the set of users, where n is the number of users in IoS.
S = {s1, s2, s3, . . . , sm} is the set of services, where m is
the number of services in IoS. SC ∈ R

n×n denotes a user-
user social graph, where scij = 1 if user ui has a directly
connected social relationship with user uj , and scij = 0 if
otherwise. SM ∈ R

m×m represents a service-service mashup
graph, where smij = 1 if service si has a direct relation to
service sj (e.g., they collaborate in a mashup), and 0 if other-
wise. R is a n × m service usage rating matrix, also regarded
as a user-service interaction graph, where rij ∈ {1, 2, 3, 4, 5}
when user ui rates service sj based on his/her experience, and
rij = 0 means unknown service rating between user ui and
service sj . The higher the rating, the more satisfied user ui is
with service sj .

Definition 2 (Mashup Relevance, MR): MR(·, ·) can calcu-
late the mashup relevance of any two services in IoS to join
a mashup.

N
(
s, s ′

)
=

{
s, s ′ ∈ S | ∃u ∈ U : rus = rus′ ≥ rt

}
(1)

MR
(
s, s ′

)
=

P
(
s, s ′

)

P(s)P(s ′)
≈ N

(
s, s ′

)
/N (S)

(N (s)/N (S)) · (N (s ′)/N (S)) (2)

where s �= s ′, rt denotes rating threshold. N (s , s ′) indicates
the number of times users in IoS rate both service s and service
s ′ with a high rating. N (s) =

∑
s′ N (s , s ′) and N (s ′) =∑

s N (s , s ′). N(S) is the total number of all high-rated service
pairs in the IoS. P(s , s ′) represents the ratio of the number of
times the service s and service s ′ are jointly high-rated to the
number of all high-rated service pairs in the IoS. MR(s , s ′)

represents the possibility of linkage between a pair of services
s and s ′ in IoS to join a mashup.
def:

Based on the above definitions, we can define our target
problem.

Problem (Service recommendation in IoS): Given a user-
service interaction graph R and a user-user social graph ST
in IoS, the problem is to predict the unknown links (ratings)
in graph R. Services with higher predicted ratings are more
likely to be recommended to users by MGMASR.

More details will be provided in the following sections. The
mathematical notations used in this article are summarized in
Table I.

IV. MGMASR

In this section, we will elaborate on MGMASR. We will
first describe the overall architecture of MGMASR, and then
explain in detail its three integral learning units.

A. Overview of MGMASR

As shown in Fig. 2, MGMASR comprises three main
learning units: user representation, service representation, and
rating prediction. In the upper portion of Fig. 2, the user
representation unit aims to learn users’ embedding vectors
from the user-service interaction graph and the user-user social
graph. The learned vectors will serve as the users’ represen-
tations to reflect their preferences. In more detail, this unit
contains two sub-units, a user interaction representation sub-
unit and a user social representation sub-unit. The former
sub-unit learns user interaction representations from the user-
service interaction graph at multiple aspects; and the latter
sub-unit learns user social representations from the user-user
social graph. The final users’ representations are obtained by
concatenating the above two representations. In lower portion
of Fig. 2, the service representation unit intends to learn the
services’ embedding vectors from the user-service interaction
graph and the service-service mashup graph. The obtained
embedding vectors will be used as service representations to
express the services’ characteristics. Two sub-units collaborate
in this unit to portray the characteristics of the services from
multiple aspects: a service interaction representation sub-unit
and a service mashup representation sub-unit. The final ser-
vice representations are derived by integrating the two types
of information extracted by the two sub-units. In the right
portion of Fig. 2, the rating prediction unit converts the repre-
sentations of a user and a service into a rating, based on which
the rating prediction task of service recommendation can be
accomplished.

Without losing generality, we base the ID numbers of the
users and the services to obtain their initial embedding vectors
via the user/service embedding layer. The users’ initial embed-
ding vectors are denoted as U = [u1, u2, . . . ,un ] ∈ R

d×n ,
and the initial embedding vectors for the services are denoted
as S = [s1, s2, . . . , sm ] ∈ R

d×m by the user/service embed-
ding layer, where d is the size of the embedding vector. For
FC(·), they all have a similar two-layer fully connected neural
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Fig. 2. The architecture of MGMASR. It comprises three major learning units: user representation, service representation, and rating prediction.

Fig. 3. A visualization example of FC(·). W and b are different trainable
weight and bias for each FC(·). The linear rectification function (ReLU) is
set as the nonlinear activation function in FC(·) and the internal dimension
of FC(·) is d.

network structure but different initialization parameters [47].
A visualization example of FC(·) can be seen in Fig. 3.

B. User Representation

The goal of the user representation unit is to learn an
embedding vector for each user, which can reflect the user’s
preference. Unlike typical single graph-based learning tasks,
here we aim to learn user representation from different types
of relationship graphs where users are involved. As shown in
Fig. 2, two types of relationship graphs, i.e., the user-service
interaction graph and the user-user social graph, may con-
tribute information regarding users. Our strategy is to learn
user representation from each relationship graph separately
and then to integrate them. That is to obtain the user interaction
representation and the user social representation, respectively.

1) User Interaction Representation: The user-service
interaction graph is mined to learn the representation of user
interaction information. Based on the reality that a user’s
preferences usually exhibit as one manifestation of multiple
aspects, we design a neural network framework to conduct
the learning. First, for a target user u ∈ U and a service

s ∈ S , we make use of two distinct single-layer perceptrons
with trainable parameters Wuo , Wso , buo and bso to analyze
the multi-aspect preferences of the user and the multi-aspect
characteristics of the service:

puo = Wuouu + buo , (3)

cso = Wso ss + bso , (4)

where o refers to one of the multiple aspects, puo is user u’s
interaction representation under aspect o. Correspondingly, cso
is the service s’s interaction representation under aspect o.

We then refine the target user u’s interaction representation
by recursively aggregating the interaction messages passed by
the services, with which the user has rating interactions in the
user-service interaction graph. At the same time, we consider
the need to differentiate the importance of the interaction mes-
sages passed by different neighboring services. Therefore, we
adopt GNNs and the user interaction attention mechanism to
design the learning process. Based on the current aspect o,
considering the impact of the user u’s evaluation to the ser-
vice s, the update rules for user u’s interaction representation
can be formulated as follows:

Specifically, we calculate the weight coefficients αus
o of the

user interaction attention mechanism under aspect o in the
message-passing process as follows:

αus
o =

exp(FC1(p
u
o‖cso))∑

s∈Su
exp(FC1(puo‖cso))

, (5)

where exp(·) is the exponential function. Su represents the
sampled services that have interacted with user u and ‖ denotes
the concatenate operation.

Afterwards, we aggregate the messages passed by all the
services in the collection Su to participate in the computa-
tional process. In this way, we can learn user u’s interaction
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TABLE I
NOTATIONS

representation zuo under aspect o as follows:

zuo = FC2

⎡

⎣

⎛

⎝
∑

s∈Su

αus
o · cso

⎞

⎠‖puo

⎤

⎦. (6)

Bearing in mind that the aspects are multiple with a number
of O, we perform the above computational process separately
to obtain user u’s corresponding interaction representations
under different aspects. We then concatenate {zu1 , zu2 , . . . , zuO}
and pass them through fully connected layers as:

guO = FC3(z
u
1 ‖zu2 ‖ · · · ‖zuO ). (7)

Considering that different aspects have different strengths
in the final user interaction representation for user u, we nor-
malize guO for the attention weight coefficient of the aspect o
in the user multi-aspect attention mechanism:

ηuo =
exp(guo )

∑O
i=1 exp

(
gui

) , (8)

where ηuo is the attention weight coefficient of the aspect o in
this attention mechanism.

Finally, with the learned parameters, we can obtain the final
interaction representation zu for user u:

zu =

O∑

o=1

ηuo z
u
o . (9)

2) User Social Representation: In order to learn users’
social information representations, we mine over the user-user
social graph. First, for the target user u, we concatenate the
representation of his social user su ∈ U , who is adjacent to u in
the user-user social graph, with the social situation initial rep-
resentation esc as below. Note that according to Definition 1,
the social situation here is a binary parameter, either 0 (without
direct social relation) or 1 (with direct social relation).

xusc = FC4(usu‖esc), (10)

where usu is the initial representation of the social user su,
esc is the initial social situation representation of user u.

The obtained result is further combined with the represen-
tation of the target user u as:

μ∗u = FC5(xusc‖uu ). (11)

Generally speaking, there are differences in the social influ-
ences of different social users on the target user u. Thus, we
introduce a social attention mechanism to differentiate and
aggregate social information as:

μu =
exp(μ∗u )∑

u∈Uu
exp(μ∗u )

, (12)

where Uu is the set of sampled users who have direct social
relationships with user u. μu represents the attention weight
of social information delivered by each user with direct social
connections to the target user u.

Finally, we can obtain the social information representation
zus of the target user u:

zus = Ws

⎛

⎝
∑

u∈Uu

μu · xusc
⎞

⎠+ bs , (13)

where Ws and bs are the learnable weight and bias.
3) User Final Representation: In order to obtain a user

representation that can well represent the preferences of the
target user u, we integrate her/his interaction representation
with her/his social representation. Here we use FC6(·) to con-
vert the results into a standard user embedding vector as the
final user representation yu :

yu = FC6(zu‖zus). (14)
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C. Service Representation

The goal of the service representation unit is to learn an
embedding vector for each service, to represent its compre-
hensive characteristics. As described in earlier section and also
shown in Fig. 2, services not only have interactive connec-
tivity with users, but also have combined connectivity with
other services in a mashup. Therefore, we design a method
to learn such service representation from two types of rela-
tionship graphs, i.e., the user-service interaction graph and the
service-service mashup graph. Afterwards, separately learned
embeddings will be integrated to generate the final embeddings
for the corresponding services.

1) Service Interaction Representation: Similar to the learn-
ing process for the user interaction representation, we adopt
the same approach to examine the characteristics of services
under different aspects. Given a target service s, we intro-
duce a service interaction attention mechanism to aggregate
the interaction messages passed by neighboring users, from
the service-user interaction graph. At first, the impact of the
aspect o for the target service s which is given by user u can
be defined as:

βsuo =
exp(FC7(c

s
o‖puo ))∑

u∈Us
exp(FC7(cso‖puo ))

. (15)

where cso and puo represent service s’s and user u’s interaction
representation under aspect o based on E.q. (3) and E.q. (4),
respectively.

Then we learn the service interaction representation zso of
the target service s under the current aspect o as:

zso = FC8

⎡

⎣

⎛

⎝
∑

u∈Us

βsuo · puo

⎞

⎠‖cso

⎤

⎦, (16)

where Us represents the set of sampled users who have
interaction with the target service s.

We further integrate the service interaction representa-
tions of service s obtained, by performing calculations under
multiple aspects:

gsO = FC9(z
s
1‖zs2‖ · · · ‖zsO ), (17)

where gsO is the result obtained by a concatenation operation.
Likewise, considering that the weights of different service

characteristics in the service are different, we deploy a service
multi-aspect attention mechanism as:

ηso =
exp(gso)

∑O
i=1 exp

(
gsi

) . (18)

Finally, we can derive the service interaction representation
zs of the target service s:

zs =

O∑

o=1

ηsoz
s
o . (19)

2) Service Mashup Representation: As explained in the
introduction section, services in IoS are typically not indepen-
dent from each other; instead, they rather have a composition
relationship when they are used in a mashup. Based on
Definition 2, we intend to use the devised MR(·, ·) to measure

the mashup relevance between any two services. In particular,
in order to avoid some unconvincing situation regarding a low
sample size, for example only one user gives high scores to
two services that co-exist in a mashup only once, we estab-
lish a co-occurrence threshold H. We then arrange the results
of MR(·, ·) in descending order according to their values,
and select the top-K service pairs to compose the service-
service mashup graph. In the first step, for the target service
s, the services adjacent to it on the service mashup graph are
combined with the mashup situation:

xsmc = FC10(sms‖emc), (20)

where sms is the initialized representation of service ms ∈ S
connected to service s directly in the service-service mashup
graph, and emc is the initialized mashup situation repre-
sentation. According to Definition 1, there are two mashup
situations here, which are either presence (1) or absence (0).

Since the strengths of the correlation between different
services to become mashups are different, we apply a mashup
attention mechanism in the aggregation process of learning the
service mashup representation. Afterwards, we combine xsmc

with the initial representation of the target service s itself:

γ∗s = FC11(xsmc‖ss). (21)

In the same way, we again use the softmax function for
normalization as:

γs =
exp(γ∗s )∑

s∈Ss
exp(γ∗s )

. (22)

At last, we can obtain the service mashup information
representation zsm of the target service s as:

zsm = Wm

⎛

⎝
∑

s∈Ss

γs · xsmc

⎞

⎠+ bm , (23)

where Ss is the service set where each comprising service has
a service mashup relationship with the target service s. Wm

and bm are the weight and bias of a fully connected layer,
respectively.

3) Service Final Representation: After gaining the above
service interaction representation zs and the service mashup
representation zsm , we employ fully connected layers to pro-
cess the final integration. Therefore, the final representation
ys of service s is defined as:

ys = FC12(zs‖zsm ). (24)

D. Rating Prediction

Based on the learned representations of user u and service s,
the rating prediction unit aims to recommend services to users
by predicting user u’ rating over service s. Given the above
obtained representations yu and ys of user u and service s,
the final rating is predicted as:

y = FC13(yu‖ys), (25)

r ′ = Wyy + by , (26)

where r ′ is the final rating predicted by MGMASR given to
the service s by the user u. Wy and by are the weight and
bias of a last prediction fully connected layer.
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V. PARAMETERS LEARNING

In this section, we discuss how to learn parameters for
MGMASR, which includes the definition of loss function and
our design of sampling strategy.

A. Loss Function

The main objective of the task of rating prediction is to
make the predicted results as consistent or similar as possible
to the ground truth. To prevent the phenomenon of overfitting,
in particular, we add an L2 regularization term. So we design
the loss function as:

L =

∑
(u,s)∈Θ

(
r − r ′

)2

2|Θ| + λ‖Φ‖2, (27)

where Θ is the set of observed ratings, and r is the true rating
of service s given by user u. Φ is the set of all trainable param-
eters in MGMASR, and λ is a hyperparameter for controlling
the strength of L2 regularization.

B. Sampling Strategy

When computing the information aggregation for a target
node in a relationship graph, it is usually impractical to con-
sider all the neighboring nodes of this target node. This is
because, on the one hand, it may cause the overfitting phe-
nomenon; and on the other hand, it will impose an unnecessary
computational burden in a large-scale graph.

Hence, we design different sampling strategies for differ-
ent relationship graphs mined by MGMASR. In the user-user
social graph and the service-service mashup graph, we adopt a
random sampling strategy to sample neighboring nodes of the
target user/service. The sampling threshold is set as the aver-
age degree of the nodes in each of these two graphs, respec-
tively. While in the user-service interaction graph, we construct
a sampling strategy with non-uniform weights. Intuitively, our
hypothesis is that the higher the rating of a service by a user,
the more the service indicates the user’s preference to a certain
extent. Thus, we first rank the users/services that have interac-
tions with services/users in descending order of their ratings.
Then we utilize the softmax function to calculate the probabil-
ity that a node with each rating as a connection will be selected
to participate in the information aggregation. For example,
a user/service with a rating of 4 has a 23.41% probability
of being sampled as follows. Similarly, we set the sampling
threshold to the average number of users/services connected
to the service/user, respectively.

Pr = Softmax(rus), (28)

where Softmax(·) is the softmax function, Pr is the probabil-
ity of a service/user being sampled for the target user/service
with a rating of rus .

VI. EXPERIMENTS

In this section, we explicate a series of experiments
conducted over MGMASR. Below we discuss experimental
settings and present result analysis.

TABLE II
STATISTICS OF DATASETS

A. Experimental Settings

1) Datasets: Both Ciao1 and Epinions2 are online social
service platforms that allow users to write reviews and rate
services they have used, and browse reviews of other services.
They also offer an ability for users to follow users they trust,
which forms a large number of social relations between users.
Services covered on these sites include, but are not limited
to, computer hardware and software services, personal finance
services, newspapers and magazines services, family child-
care services, travel and lodging services, health care services,
education services, restaurant services, photofinishing services,
and pet care services. Based on this heterogeneous nature, we
can assume that these systems can be viewed as IoS.

We collected our datasets from the two above service plat-
forms and named them CIS and EPS. For these datasets, we
applied a similar preprocessing method mentioned in [48] to
ensure that at least five service rating records exist for each
user.

The statistics of our datasets after preprocessing are shown
in Table II.

2) Baseline Methods: To validate the effectiveness of
MGMASR, we compared the performance of MGMASR with
the following eight representative and competitive baseline
methods.

• PMF [49]: It is an optimization method based on the
regularized matrix factorization (MF). It assumes that the
feature matrices of both user and item obey Gaussian
distribution.

• SReg [50]: It is designed with the concept of constraining
the users to have different social influences from their
respective friends.

• SRec [51]: It is a social recommendation algorithm based
on feature sharing. In which, the user latent factors are
learned by decomposing both the rating matrix and the
social relationship matrix.

• SMF [52]: Its idea is to constrain that the behavioral
characteristics of a user should be as similar as possible to
the average preferences of the social neighbors to which
this user is connected.

1https://www.ciao.co.uk/
2https://www.epinions.com/
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• NCF [43]: It employs deep neural networks (DNNs) to
model the features of users and items, and enables the
model to have a nonlinear representation capability.

• LGNN [44]: It is a state-of-the-art recommendation
model based on GNNs, which is simple yet power-
ful only by neighborhood aggregation and multi-layer
propagation.

• DGNN [45]: It utilizes dual graph attention neural
networks to improve the interpretability of the model for
social influence, by taking into account the reality that the
influence of a user’s social friends on the user is dynamic.

• MGNN [46]: This model uses the GNNs and the attention
mechanism on the user-user graph, the user-item graph,
and the item-item graph based on the similarity between
items, also considers incorporating the opinions to learn
the representations of users and items.

3) Evaluation Metrics: In order to illustrate the
performance of MGMASR and the baseline methods, we
adopted two widely-used evaluation metrics Mean Absolute
Error (MAE) and Root Mean Squared Error (RMSE) for
the rating prediction task based on these datasets, which is a
common practice in recommendation system [46], [53].

4) Hyperparameter Settings: In this section, we will detail
the settings of hyperparameters used in MGMASR. For the
datasets, when conducting each experiment, we randomly
selected 65% of each dataset as the training set for learning
the parameters in MGMASR, 15% as the validation set to tune
the hyperparameters, and the remaining 20% as the test set
for measuring the performance of MGMASR. For convincing
results, we repeated each experiment 7 times independently
and took the average as the final reported result.

Following the related work reported in the litera-
ture [44], [46], [53], with the help of grid search, the
hyperparameter λ for the L2 regularization was searched in
{0.00001, 0.0001, 0.001, 0.01, 0.1}. For the batch size, we
tuned it in {128, 256, 512, 1024}. For the learning rate,
we investigated it in {0.0001, 0.001, 0.005, 0.01, 0.05}. For
the size of the embedding vector d, we tested six different
values in {8, 16, 32, 64, 128, 256}. We also tested five dif-
ferent values in {1, 2, 3, 4, 5} as the number of multiple
aspects O in our experiments. In particular, when constructing
the service-service mashup graph, we set the rating thresh-
old rt for MR(·, ·) as 4, the co-occurrence number H in the
description of service mashup representation as 15, the value
of K in the top-K service pairs was tested in the set of {15,
30, 50, 75, 100, 130}.

For all trainable parameters in MGMASR, we utilized a
Gaussian distribution with a mean of 0 and a standard devia-
tion of 0.1 for the random initialization of all these parameters.
FC(·) denotes a two-layer fully connected layers with the
linear rectification function (ReLU) as the nonlinear activa-
tion function. For optimizing our designed loss function, we
used the Adam optimization algorithm as an optimizer during
these experiments. The reason why we selected it against other
optimization algorithms is its simplicity and effectiveness [54].
Moreover, the dropout strategy [55] and the early stopping strat-
egy [56] were also applied in the training process of MGMASR.
The dropout rate was set as 0.5. We stopped a training if the

RMSE on the validation set did not decrease for 20 consecutive
epochs, and reported the results on the test set.

For all baselines, we carefully reproduced them based on
their original papers and set their specific hyperparameters
according to the reported optimal hyperparameters. And then
we carefully tuned them to achieve optimal performance on
CIS and EPS. Note that for NCF and LGNN, we adapted
them for the rating prediction task. To be specific, for NCF and
LGNN, we stitched the learned user representation and service
representation together and then passed them through a FC(·)
to obtain the final prediction rating. And we replaced the loss
function of them with the same loss function as MGMASR to
complete the model training under the rating prediction task.

B. Results Analysis

The prediction performance results of MGMASR are shown
in this section for comparison and analysis. Here we will first
compare and analyze the performance of MGMASR with that
of the baseline methods. Then, we will analyze the validity
of each component of MGMASR. To illustrate the need for
reasonable hyperparameters, we will discuss the impacts of
hyperparameters in MGMASR.

1) Performance Comparison: In order to compare the
performance of MGMASR with that of the baseline meth-
ods fairly, we chose to conduct experiments using the same
datasets and the same division of the training set, the vali-
dation set and the test set. After the training and testing of
these methods, their performance results are summarized in
Table III. The underlined numbers are the best performance
achieved by the baseline methods. The bolded numbers are
the performance results of MGMASR. Improvement refers to
the percentage improvement in the performance of MGMASR
compared to the best performance of the baseline methods.
By carefully comparing and analyzing the reported results of
each of the above methods, we observed a total of four find-
ings. Note that in practice, small improvement in RMSE or
MAE terms can have a significant impact on the quality of
the top-few recommendations [46], [57].

• The performance of classical baseline method PMF is
always inferior to that of social recommendation base-
line methods, like SReg, SRec, and SMF. Although these
methods are all based on the concept of MF for construc-
tion, the SReg, SRec, and SMF consider the introduction
of user social information, which further indicates that
the utilization of user social information is useful for
the study of recommendation in the context of rating
prediction.

• The performance of deep learning baseline method NCF
and LGNN is better than that of traditional baseline
method PMF, which means that the application of deep
learning can improve the performance of recommenda-
tion method to a certain extent, even without introducing
side information like social information. The outperfor-
mance of LGNN over NCF reflects a more powerful
representation capability of GNNs.

• The baseline methods of DGNN and MGNN, which con-
sider the use of social information, outperform SReg,
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TABLE III
PERFORMANCE COMPARISON OF DIFFERENT METHODS

SRec, SMF, NCF and LGNN. They are also based on the
concept of graph and deep learning (GNNs). It means that
the performance of the recommendation method can be
significantly improved by adopting deep learning, while
processing social information between users.

• MGMASR outperforms all the baseline methods afore-
mentioned. Compared to SRec, SReg, and SMF,
MGMASR leverages the state-of-the-art deep learning
techniques such as GNNs and the attention mechansism.
Compared to NCF and LGNN, MGMASR considers the
use of user social information. Compared with DGNN
and MGNN, MGMASR not only constructs and mines
the relationship information contained in multiple rela-
tionship graphs, but also considers the user preferences
and service characteristics from multiple aspects reflected
by the user’s rating of the service. Meanwhile, the error
deviation results illustrate that MGMASR owns an effec-
tive improvement and good stability. In short, the superior
performance of MGMASR can be attributed to the abil-
ity to learn more robust and accurate representations of
users and services.

In summary, the performance comparison experiments show
that the side information (i.e., social information) can help
to improve the performance of a service recommendation
method, and deep learning techniques like GNNs help to learn
representation capabilities. MGMASR can achieve the best
performance compared with the baseline methods.

2) Impact of Main Components: In this section, we will
analyze the impact of the main components on our proposed
MGMASR. MGMASR consists of three main components:
introducing user social information, mining service mashup
information, and multi-aspect analysis of interaction. In order
to further evaluate our proposed MGMASR, three variants of
MGMASR were designed for each of its main components,
and their differences are described below. The performance
comparison between them is shown in Fig. 4.

• MGMASR-RS: This variant indicates that the learning part
of the user’s social representation is removed from the
MGMASR. That is, the user’s social information is not
considered in the construction of MGMASR.

Fig. 4. Performance comparison after removing the different main compo-
nents of MGMASR.

• MGMASR-RM: This variant represents that the learning
part of the service mashup representation is removed from
the MGMASR. That is, the service mashup information
of the services is not considered in the construction of
MGMASR.

• MGMASR-RA: This variant represents the deletion of the
multi-aspect analysis about the user-service interaction
in MGMASR, which also means that only a sin-
gle aspect of user-service interaction is analyzed in
MGMASR.

For simplicity, we denote MGMASR in Fig. 4 as ∼. As
shown in Fig. 4, the performance of the MGMASR-RS variant
illustrates that the user social information is helpful for the rec-
ommendation accuracy improvement of the service recommen-
dation method. It also implies that a service recommendation
method will be able to learn the user representation better, if
the user social information is introduced. The performance of
the MGMASR-RM variant illustrates that the service mashup
information is useful for optimizing the service recommen-
dation method. Similarly, it also illustrates that introducing
the service mashup information can help to learn the service
representation better. The performance of the MGMASR-RA
variant is also inferior to that of MGMASR, which proves that
the user-service interaction needs to be examined from vari-
ous aspects. Therefore, it is meaningful to consider multiple
aspects to analyze the user-service interaction. Besides, by
examining the error bars, the error variance does not overlap
in extreme between compared values, and we can consider that
the improvement from introducing these types of information
is valid.
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Fig. 5. Performance comparison for different hyperparameters on EPS dataset (MAE).

Fig. 6. Performance comparison for different hyperparameters on EPS dataset (RMSE).

3) Impact of Attention Mechanism: As discussed in details
in Section IV, five parts in MGMASR involve the use of the
attention mechanism:

• User Interaction Attention: An attention mechanism in the
interaction information aggregation part of the learning
process for the user interaction representation on the user-
service interaction graph.

• Service Interaction Attention: An attention mechanism in
the interaction information aggregation part of the learn-
ing process for the service interaction representation on
the user-service interaction graph.

• Social Attention: An attention mechanism in the social
information aggregation part of the learning process for
the user social representation on the user-user social graph.

• Mashup Attention: An attention mechanism in the
mashup information aggregation part of the learning
process for the service mashup representation on the
service-service mashup graph.

• Multi-Aspect Attention: An attention mechanism in the
multiple aspects analysis for aggregating multiple user
preferences and multiple service characteristics.

In order to better understand the utility and impact of
the attention mechanism applied in MGMASR, five variants
of MGMASR were designed with respect to the five parts
of the attention mechanism applied within MGMASR. Their
differences are described below:

• MGMASR-UA: This variant represents the removal of the
user interaction attention, and replaces it with a uniform
weight method.

• MGMASR-SA: This variant represents the removal of
the service interaction attention, and replaces it with a
uniform weight method.

• MGMASR-SU: This variant represents the removal of
social attention, and replaces it with a uniform weight
method.

• MGMASR-SM: This variant represents the removal of
mashup attention, and replaces it with a uniform weight
method.

• MGMASR-MA: This variant represents the removal of
the multi-aspect attention, and replaces it with a uniform
weight method.

For simplicity, we also abbreviate MGMASR in Fig. 5(a) and
Fig. 6(a) as ∼. The results of these tests on the EPS dataset are
shown in Fig. 5(a) and Fig. 6(a). After the experimental study
and examination of the results, we concluded with the following
two findings. First, if the attention mechanism used in each part
of MGMASR is removed, it will make the recommendation
accuracy of MGMASR decrease. Second, it shows that it is
necessary to distinguish the different importance of neighbor-
ing messages on the target nodes in the process of learning
the representations of users and services, using various types
of relationship graphs. Beyond that, by examining the error
variation terms, the true improvement brought by employing
different attention mechanisms in MGMASR can be verified.

4) Impact of Embedding Vector Size: We also conducted
experiments and analyzed the size of the embedding vector in
MGMASR. The size of the embedding vector was set to six
different values of 8, 16, 32, 64, 128, and 256, respectively,
as described in the hyperparameter settings. After conducting
the experiments separately, the results on the EPS dataset are
shown in Fig. 5(b) and Fig. 6(b).

It can be found that, in the initial stage, the performance of
MGMASR increases with the increase of the embedding vec-
tor size, which indicates that the increase of the embedding
vector size can better describe the information the embed-
ding vector contains. Moreover, MGMASR can achieve the
best performance when the size of the embedding vector is
set to 64. However, the performance of MGMASR decreases
as the size of the embedding vector continues to increase,
and further increase leads to a further decrease. It means
that an oversized embedding vector does not improve the
accuracy of MGMASR, but decreases its performance instead.
An oversized embedding vector also will additionally occupy
the related computational resources. Therefore, it is mean-
ingful to search and set the size of the embedding vector
reasonably.
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5) Impact of the Number of Aspects: Moreover, we
watched in detail the impact of the number of aspects in
MGMASR on its performance, and performed experiments
on the EPS dataset and conducted analysis. As described in
hyperparameter settings, the number of aspects was assumed
to be five different values of 1, 2, 3, 4, and 5, respectively. In
particular, the experimental result for the number of aspects
set to 1 is the same as the MGMASR-RA in Fig. 4. The test
results are shown in Fig. 5(c) and Fig. 6(c).

Therefore, we can find that the performance of MGMASR
increases as the number of aspects increases, and the best
performance of MGMASR is achieved when the number
of aspects is set to 3. However, it decreases as the num-
ber of aspects increases further. This implies that the number
of aspects needs to be reasonably studied and set. An excessive
number of multi-aspect will not only increase the complexity
of MGMASR, but also may cause the overfitting problem and
reduce the service recommendation accuracy of MGMASR.

6) Impact of the Top-K Service Pairs: Besides, we con-
ducted experiments and analyzed the number of service pairs
of mashup involved in MGMASR. We set the number of ser-
vice pairs of mashup to six different values as 15, 30, 50,
75, 100 or 130 for the test, respectively. The obtained results
on the EPS dataset are shown in Fig. 5(d) and Fig. 6(d). It
is shown that the performance of MGMASR increases as the
number of service pairs of mashup employed by MGMASR
increases. The best performance of MGMASR is achieved
when the number of service pairs is set to 75.

However, it again decreases as the number of service pairs
of mashup employed by MGMASR increases further. This
implies that the selection of the number of service pairs for
MGMASR needs to be studied and set reasonably. It will
be difficult to optimize MGMASR by introducing mashup
information with a too small number of service pairs. However,
a too large number of service pairs may introduce some unnec-
essary noise into MGMASR, which may affect the service
recommendation performance of MGMASR.

7) Computational Complexity Analysis: We analyzed the
computational complexity of our proposed MGMASR. The
time cost of MGMASR mainly lies in the utilization of GNNs
and attention mechanisms on different relationship graphs.
Given n users and m services, we assume that under the back-
ground of ãa aspects, each user connects with ãus services in
the user-service interaction graph and ãuu users in the user-
user social graph on average, and that each service connects
with ãsu users in the user-service interaction graph and ãss
services in the service-service mashup graph on average.

Take the user representation as an example, for the user
interaction representation, the computational time cost mainly
lies in the aggregations of GNNs and the attention mechanism
at different aspects with a two-layer multi-layer perceptron,
which we can roughly express it as O(ãanãusd

2). For the
user social representation, similarly, we can roughly denote
it as O(nãuud

2). Further combined with the service repre-
sentation part, the overall computational complexity is about
O((ãa ãus+ ãuu)nd

2+(ãa ãsu+ ãss)md2). For the best base-
line MGNN, its computational complexity is about O((ãus +
ãuu)nd +(ãsu + ãss)md). Compared to it, the complexity of

MGMASR is obviously increased, but its complexity remains
acceptable for the operation, because ãa , ãus , ãuu , ãsu and
ãss are much smaller than any one of n and m. This shows
that MGMASR can achieve performance improvement on ser-
vice recommendation in IoS, while the amount of computation
resource is effectively controlled.

VII. CONCLUSION

With the further expansion of IoS, how to make accu-
rate service recommendations for users in IoS has become
a highly demanding issue at present. However, little research
has focused on this problem in IoS, and it is intractable to
achieve satisfactory results with the current traditional service
recommendation methods.

In this article, we tackle this problem by presenting a novel
multi-graph and multi-aspect neural network-powered service
recommendation method called MGMASR. To solve the data
sparsity problem in IoS, we introduce users’ social information
to increase the understanding of users’ preferences. We not
only further apply GNNs and the attention mechanism to
mine multiple relationship graph data in IoS, but also reveal
user preferences and service characteristics underlying the
user interaction data from multiple aspects at a fine-grained
level. Extensive experiments over two real-world IoS datasets
have demonstrated that MGMASR can outperform the baseline
methods.

In our future research, we plan to follow three directions.
First, we will try to consider more subjects in IoS, such
as service providers, service mashup developers, and service
platform managers to compose more relationship graphs for
building the service recommendation method. Second, we will
study how to better solve the cold-start problem in service rec-
ommendations of IoS. Third, we plan to design a more efficient
sampling strategy for GNNs used in MGMASR.
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