
Multi-Modal Reciprocal Spatiotemporal
Framework for Predicting Usage
Trend of Knowledge Services

Ruyu Yan , Haozhe Lin , Yushun Fan , Jia Zhang , Senior Member, IEEE, and Bing Bai

Abstract—As an emerging concept, Knowledge as a Service (KaaS) aims to provide on-demand content-based (data, information,

knowledge) delivery to meet the needs of users. With the prosperity of knowledge services, the prediction of the usage tendency of

knowledge services has become an important and timely research topic. This study focuses on speculating the possible popularity of

knowledge services in the next period of time, which can assist other downstream service tasks such as service recommendations.

The interactions among knowledge services and their rich information (such as historical usage observation and text information)

provide grounding for predicting the usage trend of services. However, recent spatial-temporal prediction based on graph neural

networks usually depends heavily on the quality of manually created graphs, which may be expensive for knowledge services. To tackle

such a limitation, this article proposes a novel Multi-modal Reciprocal SpatioTemporal (MRST) framework, which can jointly mine

spatial dependencies and model time patterns for spatiotemporal coupling prediction. Two types of Edge Inference Networks (called

EIN-o and EIN-t) are designed to sufficiently discover the spatial dependencies among knowledge services based on the data of usage

observation sequences and service descriptions, respectively, and generate multi-modal directed weighted knowledge service graphs.

Based on these graphs, MRST integrates GCN-based spatiotemporal prediction models as backbones to make predictions.

Particularly, MRST features a unique reciprocal framework. On the one hand, EINs infer and generate multi-modal graphs to serve

GCNs; on the other hand, GCNs utilize such spatial dependencies to make predictions and then introduce feedback to optimize EINs.

In the meantime, to facilitate reproducible research, we collect a new knowledge service dataset fromWikipedia called Wiki-EN

dataset. Experiments on this real data set show that the proposed MRST framework significantly surpasses the baselines and can

learn meaningful spatial dependencies outside the predefined graphic structure.

Index Terms—Graph convolutional networks, Knowledge as a Service, popularity prediction, spatiotemporal prediction

Ç

1 INTRODUCTION

KNOWLEDGE as a Service (KaaS)1 is an emerging concept in
recent years, which favors on-demand content-based

(data, information, knowledge) delivery as utility services to
meet the needs of users [1]. With the penetration of services
computing technology in the past two decades, the types and
quantity of knowledge-based services (short for knowledge
services) published online have been gradually enriched. Var-
ious platforms offering knowledge services have emerged on

the Internet, which has brought prosperity to KaaS. For exam-
ple, Wikipedia2 provides encyclopedia entries as knowledge
services; knowledge-based Q&A platforms such as Zhihu3

andQuora4 provide answer lists as knowledge services;Google
Scholar5 provides retrieval and suggestions of papers and aca-
demic information as knowledge services.

With the prosperity of knowledge services, the topic of
predicting the popularity (or usage tendency) of knowledge
services has gained great momentum, because it helps to
speculate on the possible popularity of knowledge services
in the future, and may assist other downstream service tasks
such as service recommendation tasks [18]. For example, by
predicting the number of page views of Wikipedia entries,
we are able to infer the topics that Internet users may care
about in the next period of time. As another example, by
predicting the number of citations of academic papers, we
are able to identify potential popular papers from thou-
sands of academic papers.

To accurately predict the usage tendency of knowledge
services, various types of information related to knowledge
services deserve careful considerations, such as their historical
usage observations and associated text documents. How to
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synergistically utilize them remains a big challenge in three
significant aspects. First, the historical usage observation
sequences of knowledge services may carry a variety of com-
plex factors, such as user behaviors or periodic events. As a
result, it may be hard to precisely extract their time-domain
features and measure the distance between two sequences,
i.e., to detect correlation or causality. Second, although the ser-
vice ecosystem can reveal whether or not there exists interac-
tions between two knowledge services, it is difficult to
quantify their dependencies. For example, service usage obser-
vation sequences and text information may imply different
dependencies among knowledge services. Third, since the
dependencies are not single-modal but multi-modal, it is diffi-
cult to integrate them into one framework and design a rea-
sonable end-to-end training strategy. Here we take a
knowledge service platform Wikipedia as an example. One
type of interactions among Wikipedia entries is identified as
hyperlinks, also called explicit spatial dependencies, each
being a directed link from one entry to another. However, it
may be difficult to further quantify the weights of these spatial
dependencies, especially when the contents of Wikipedia
entries are often modified. Furthermore, the implicit spatial
dependencies among Wikipedia entries inferred by other ser-
vice information, such as observation sequences and text infor-
mation, are typically multi-modal. The right half of Fig. 1
shows the observation sequences and text information corre-
sponding to eight selected knowledge services, as well as the
correlation obtained from these information. Thus, it is not
easy to construct an accurate quantitative graph in such situa-
tions, and human involvement may be sub-optimal.

The state-of-the-art methods cannot fully address the
above challenges. With the development of graph convolu-
tion network (GCN) [8], [12], [16], many spatio-temporal
prediction studies have been reported. Some research
works [17], [31] utilize the interactions among multiple
time series, in which different time series and their related
relationships are modelled as vertices and edges in graphs.
These spatiotemporal prediction methods significantly

improve the service prediction effect but are highly depen-
dent on the well-defined graph structure. In many practical
service platforms, however, it is not always easy to obtain
high-quality service relationship graphs.

In this article, we propose a novel Multi-modal Reciprocal
Spatio-temporal (MRST) framework to synergistically address
the aforementioned challenges and predict the usage tendency
of knowledge services. Our MRST framework consists of two
main modules: a spatial dependency inference module and a
spatiotemporal prediction module. For the former module, we
have designed two types of Edge Inference Networks (called
EIN-t and EIN-o) to mine the spatial dependencies among
knowledge services based on the information of usage obser-
vation sequences and text, respectively. In the latter module,
we seamlessly integrate GCN-based spatiotemporal prediction
modules (such as DCRNN [17] and Graph WaveNet [31]) as
backbones for making spatiotemporal predictions. The two
modules synergistically collaborate to support each other. On
the one hand, from the inference side to the prediction side,
EINs infer and generate multi-modal directed weighted
knowledge service graphs to serve GCNs. On the other hand,
from the prediction side to the inference side, GCNs utilize
these spatial dependencies to make predictions and then intro-
duce feedback to help EINs better learn distance measure-
ment. Therefore, this iterative learning cycle between the two
modules within the MRST framework can gradually enhance
spatiotemporal coupling prediction over time, resulting in a
promising ”reciprocity.”

Ourmain contributions can be summarized in three aspects:

� We have designed two types of Edge Inference Net-
works to efficiently infer multi-modal, directed and
weighted spatial dependencies.

� We have developed a novel multi-modal reciprocity
spatiotemporal framework, which can integrate differ-
ent spatiotemporal prediction modules and enable
”reciprocity” between its comprising inference side
and prediction side.

Fig. 1. Spatial dependencies, usage observation sequences and text document information of real-world Wikipedia knowledge services. Hyperlinks
among 38 random Wikipedia entries are shown on the left. The width of the line on the circumference represents the jumping frequency between
knowledge services. Eight services underlined in red are selected to show further details. The middle upper part shows the text information of these
services, and the right lower part shows their usage observations. The right upper part shows the spatial dependencies calculated from these two
kinds of information.
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� Our experiments over a real-world knowledge ser-
vice platform demonstrate that our MRST is superior
to the most advanced spatiotemporal prediction
algorithms in prediction accuracy.

The remainder of this paper is organized as follows. Sec-
tion 2 gives the symbols and mathematically restates the
prediction problem of the usage tendency of knowledge
services. Section 3 describes the proposed model and Sec-
tion 4 describes the training details. Section 5 reports our
experimental results. Section 6 reviews the related work.
Finally, Section 7 draws a conclusion.

2 PRELIMINARIES

In this section, we give the mathematical definitions of
important notations and the targeted problem.

2.1 Notation Definition

Definition 1. (Usage observations of knowledge services). The
usage observations of knowledge services refer to their usage
time series in the past p time steps. We denote usage observa-
tions of knowledge services by time series xxxxxxxi, where xxxxxxxi can be
decomposed into xxxxxxxi ¼ fx0

i ; x
1
i ; . . . ; x

p
i g. In this paper, we take

the day as the time unit. Therefore, xt
i represents the number of

times service i has been used in the past t-th day. For the whole
N services, we useXXXXXXX ¼ fxxxxxxx1; xxxxxxx2; . . . ;xxxxxxxNg to represent the usage
observation collection of these services.

Definition 2. (Usage trend of knowledge services). The usage
trend of knowledge services reflects the usage of knowledge serv-
ices in the future. We denote the usage trend by ŷyyyyyyi ¼
fŷpþ1i ; ŷpþ2i ; . . . ; ŷpþqi g, where ŷtiðt 2 ðpþ 1; pþ qÞÞ represents
the predicted value of knowledge service i calls in the next t-th
day. Similarly, ŶYYYYYY ¼ fŷyyyyyy1; ŷyyyyyy2; . . . ; ŷyyyyyyNg represents a collection of
N knowledge service usage trends.

Definition 3. (Text documents of knowledge services). A knowl-
edge service document contains all the words in the textual
description of the knowledge service. We denote knowledge ser-
vice i’s document by wwwwwwwi ¼ ½w1

i ; w
2
i ; . . . ; w

l
i�, where l refers to

the number of words of which the document consists. For the
whole N services, we write DDDDDDD ¼ fwwwwwww1;wwwwwww2; . . . ;wwwwwwwNg to denote
all theN documents.

Definition 4. (Spatial dependencies among knowledge serv-
ices). We construct a graph G ¼ ðV; E;WÞ to represent the
spatial dependencies among knowledge services, where verti-
ces V refers to services set and jVj ¼ N , edges E refers to
dependencies set, and W refers to the corresponding weights
for each dependency. The graph G starts from a handcraft
graph G0, which is generated by the initial 0-1 interactions
among knowledge services. Then we consider inferring spa-
tial dependencies W by multi-modal information (usage
observations and text of knowledge services). As a result,
we obtain multi-modal, weighted and directed knowledge
service graphs Go and Gt, which corresponds to spatial
dependencies wwwwwwwo and wwwwwwwt, respectively. The former weight
wo

ij refers to the spatial dependency from usage observation
of service i to j, and the latter weight wt

ij refers to the spa-
tial dependency from text information of service i to j.

2.2 Problem Restatement

Problem (Predicting the usage tendency of knowledge serv-
ices). Given the usage observations XXXXXXX and text documents
DDDDDDD of N knowledge services, our goal is to predict the usage
tendency ŶYYYYYY of knowledge services, as well as to infer their
underline spatial dependencies G. The mapping relation is
represented as follows:

XXXXXXX1; XXXXXXX2; . . . ; XXXXXXXp;DDDDDDD;G0� ��! ŶYYYYYY pþ1; . . . ; ŶYYYYYY pþq;Go;Gt� �
(1)

3 MODEL ARCHITECTURE

Fig. 2 depicts the overall structure of our MRST model,
which is mainly composed of two components: a spatial
dependency inference module and a spatiotemporal predic-
tion module. We develop two types of Edge Inference Net-
works (EINs) to sufficiently discover the dependencies
among knowledge services and construct multi-modal
knowledge service graphs. Based on these graphs, we inte-
grate a GCN-based spatiotemporal prediction module as
backbones to make predictions.

The blue and orange lines in Fig. 2 represent the sam-
pling and inferring processes, respectively. To deal with
large-scale knowledge services, we develop a localized
mini-batch training scheme. In particular, within a mini-
batch, we sample potential neighbors (i.e., purple circles)
for the central vertex (i.e., the yellow circle) according to the
spatial dependencies inferred by EINs. These sampling ver-
tices are fed into the model through the orange line as input
to a mini-batch for training. EIN-o and EIN-t first infer dis-
tances for pairwise knowledge services through the fre-
quency features of usage observation sequences and text
document features, respectively, and then construct multi-
modal graphs Go and Gt that provide spatial dependencies
for the GCNs. GCNs propagate feedback to EINs for spatial
distance learning and thus the reciprocity is developed. Spe-
cifically, knowledge service s4 (yellow circle) in Fig. 2 is
selected as the central node in this mini-batch. The K-layer
neighbors (purple circles) of s4 are obtained by the weighted
sampling of the graph inferred from EINs. These nodes are
sent to the subsequent modules as inputs. EIN-o and EIN-t
use the knowledge service si and sj’s usage observations
and text documents to infer multi-modal spatial dependen-
cies between si and sj, respectively. The obtained Go and Gt
are sent to the spatiotemporal prediction module to predict

Fig. 2. The overview of our MRST framework.
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the usage trend of the central node s4. The subsections will
introduce each of the comprising components in detail.

3.1 Spatial Dependency Inference

As mentioned in Section 1, the different kinds of relevant
information of knowledge services contain different rela-
tionships among services, which all can be used to help
infer the spatial dependencies. In our paper, without losing
generality, we consider two modalities of information,
usage observation and text, and design two Edge Inference
Networks, EIN-o and EIN-t, to discover and quantify spatial
dependencies, respectively.

EIN-o. The Edge Inference Network for usage observa-
tion (short for EIN-o) infers spatial dependencies among
usage observations of knowledge services. The usage obser-
vation sequences can be viewed as signals in the time
domain. As mentioned in Section 1, the historical usage
observation sequences of knowledge services are usually
composed of a variety of complex factors (like user behav-
iors, periodic events), which makes it difficult to extract
their time-domain features and accurately measure the dis-
tance between two sequences. Inspired by the experience of
audio compression and speech recognition, we consider
transforming the signals in the time domain into the fre-
quency domain and adopting the Mel-Frequency Cepstrum
Coefficients (MFCCs) [7], [23] to capture their frequency
domain features. In more detail, MFCCs employ the Fourier
transform and Mel filter to extract features and generate
low dimensional dense representation. The formula of
MFCCs is as follows:

X½k� ¼ fftðx½n�Þ

Y ½c� ¼ log
Xfcþ1

k¼fc�1
jX½k�j2Bc½k�

 !

cx½n� ¼ 1

C

XC
c¼1

Y ½c� cos pn c� 1
2

� �
C

� �
(2)

where x½n� refers to the usage observations of knowledge
services; fftð�Þ refers to fast Fourier transform; Bc½k� refers to
filter banks; C refers to the number of MFCCs to retain; and
cx½n�, also denoted by cccccccx, refers to MFCCs of usage observa-
tion xxxxxxx. MFCCs could generally be smoother features for neu-
ral networks than original time series, since they present the
envelope of the frequency feature from Fourier transform.

After obtaining the MFCC features, EIN-o infers the spa-
tial dependency between two usage observation sequences
through a fully connected layer. We use ccccccci 2 RC to refer ser-
vice i’s MFCC feature cx½n�. We then concatenate ccccccci with
(ccccccci � cccccccj) to model the directed spatial dependency between
service i and service j. The equation is as follows:

aoij ¼ ReLU WWWWWWWo � CONCAT ccccccci; ccccccci � cccccccj
� �þ bo

� �
(3)

where aaaaaaaoij refers to inferred asymmetric distance from
usage observations of knowledge service i to j; WWWWWWWo 2 R2C

and bo refer to learnable parameters for usage observation
sequences distance inference. Note that, here we consider
modeling the directed spatial dependencies. In order to
consider undirected (or symmetric) relationship between

usage observation sequences i and j, ccccccci should be
concatenated with cccccccj, instead.

EIN-t. The Edge Inference Network for text document
(short for EIN-t) infers spatial dependencies among the text
documents of knowledge services. As the main part of
knowledge service, text information is meaningful and can
be used to mine their potential features. To exploit the
semantics of text information, we adopt Word2Vec that is an
approach widely used in many Natural Language Process-
ing (NLP) applications [10], [13], which inquires each word
embedding representation from a look-up table. Given a
knowledge service text document wwwwwwwi ¼ ½w1

i ; w
2
i ; . . . ; w

l
i�, we

first project each word to its embedding representation:EEEEEEEi ¼
½eeeeeee1; eeeeeee2; . . . ; eeeeeeel�; eeeeeeek 2 Rdim, where l is the document length and
dim is the word embedding dimension. In order to capture
the context information in the document, we first transform
representation matrix EEEEEEEi into a one-dimension vector VVVVVVV i 2
RL, then perform a fully connected layer with an ReLU acti-
vation function. Here L ¼ l� dim, the resultant feature vec-
tor is vvvvvvvi 2 Rd. It is worth noting that the fully connected layer
here can be replaced by convolution operation or other more
complex structures to contain more context semantics. The
algorithm is as follows:

Algorithm 1. Edge Inference Network for Text Document

Input : text information wwwwwwwi and wwwwwwwj for knowledge service i and j
Output: spatial dependency aaaaaaatij between service i and j
1: EEEEEEEi  Word2vecðwwwwwwwiÞ
2: VVVVVVV i  One� dimðEEEEEEEiÞ
3: vvvvvvvi  ReLUðWWWWWWWv � VVVVVVV i þ bbbbbbbvÞ
4: atij  ReLUðWWWWWWWt � CONCATðvvvvvvvi; vvvvvvvi � vvvvvvvjÞ þ btÞ

where aaaaaaatij refers to inferred asymmetric distance from text
documents of knowledge services i to j;WWWWWWWv 2 Rd�L and bbbbbbbv 2
Rd refer to the parameters for capturing the context infor-
mation in the document; WWWWWWWt 2 R2d and bt refer to learnable
parameters for text documents distance inference.

Based on their ability to infer spatial dependencies
among information of knowledge services, EIN-o and EIN-t
play two important roles in our MRST framework: sampling
and inferring. Fig. 2 illustrates the two functions initiated by
blue line and orange line, respectively. First, at the stage of
data preparation, the inferred spatial structure of EINs can
help to sample possible adjacent candidates (i.e., purple ver-
tices) for the central vertices (i.e., yellow vertices). After-
wards, these sampling vertices are fed into the model, and
EINs will in turn infer and quantify the multi-modal spatial
dependencies for GCNs. In this section, we have shown
how EINs generate spatial dependencies for GCNs, and we
will discuss in Section 3.3 how they learn from the GCNs
for optimization.

3.2 Spatiotemporal Prediction

Based on the spatial dependencies of knowledge services
inferred by EIN-o and EIN-t modules, our MRST framework
then integrates a GCN-based spatiotemporal structure to pre-
dict the usage tendency of knowledge services. The spatiotem-
poral structure aggregates both spatial and temporal
information. In more detail, it first aggregates the spatial influ-
ence of the relevant neighbor services through the graph
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convolution operator, then adopts RNN or CNN structure to
capture temporal dependencies.

Aggregate Spatial Influence. As mentioned in Section 1, the
trend of a knowledge service is related not only to its past
records, but also to the observations of its neighbors. In the
spatial dependency inference subsection, we speculate on the
neighbor network of the services. Using GCN-based methods
to aggregate the information from neighbor nodes on this
graph can aggregate the spatial influence to improve the pre-
diction accuracy. Researchers have reported a variety of meth-
ods to aggregate spatial dependencies through different graph
convolution operators, e.g., Chebyshev convolution [12] and
diffusion convolution [2]. Here we take the diffusion convolu-
tion as an example to show the workflow of our MRST frame-
work. Considering only one knowledge service network, the
diffusion process is characterized by a random walk on this
graph. The transition matrix of the diffusion process is LLLLLLL ¼
DDDDDDD�1AAAAAAA, whereDDDDDDD ¼ diagðAAAAAAA1111111Þ is the out-degree diagonal matrix,
and 1111111 2 RN denotes the all one vector. we use a finite K-step
truncation of the diffusion process and assign a trainable
weight to each step. Furthermore, we adopt a bidirectional dif-
fusion process to capture the impact from both the upstream
and the downstream flows, which can provide greater flexibil-
ity for the model. The bidirectional diffusion convolution can
be formulated in Equation (4):

ZZZZZZZ:;di?Ggu �
XK�1
k¼0

uk;0LLLLLLL
k
I þ uk;1LLLLLLL

k
O

� �
ZZZZZZZ:;di ; (4)

where ZZZZZZZ 2 RN�dI refers to the inputs of graph convolution
filter and di 2 f1; . . . ; dIg; gu refers to diffusion convolution
filter with u 2 RK�2 as trainable parameters; LLLLLLLI and LLLLLLLO refer
to input and output Laplacian matrix, respectively. Empiri-
cally, the diffusion convolution can often be truncated by
not more than 3 (K � 3) [14]. Due to the sparsity of most
graphs, the complexity of the recursively computed Equa-
tion (4) is OðKjEjÞ < < OðN2Þ.

Based on the previous discussions, we have inferred the
multi-modality spatial dependencies. Therefore, we extend
the diffusion convolution to obtain the following formula:

hhhhhhhs ¼ ReLU ZZZZZZZ?GogQo þ ZZZZZZZ?Gt gQt

� �
(5)

where hhhhhhhs 2 RN�dO refers to spatial hidden states, namely
output of diffusion convolution operators; Go and Gt refer to
modality predefined graphs inferred by EIN-o and EIN-t,
respectively; then Qo;Qt 2 RdO�dI�K�2 ¼ ½u�q;p, where
Qdo;di;:;: 2 RK�2 parameterizes the convolutional filter for
the di-th input and the do-th output. Note that here we use
the direct additivity to aggregate the outputs obtained from
the two graphs, which could be replaced by other aggrega-
tion methods.

Temporal Dependency. After aggregating spatial influence
through an enhanced diffusion convolution filter, we con-
sider capturing temporal dependencies. Existing methods
typically employ RNNs (e.g., DCRNN [17]) or CNNs (e.g.,
Graph WaveNet [31]) to capture the temporal dependency
of the time series. In this paper, we adopt DCRNN as the
backbone to show how our MRST framework merges tem-
poral dependencies to generate predictions. The model
applies a module named DCGRUs to capture the temporal

dependencies by replacing the multiplication of GRU with
diffusion convolution. The formula is as follows:

rrrrrrrt ¼ s fr?Gm XXXXXXXt;HHHHHHHt�1� �þ bbbbbbbr
� �

uuuuuuut ¼ s fu?Gm XXXXXXXt;HHHHHHHt�1� �þ bbbbbbbu
� �

CCCCCCCt ¼ tanh fC?Gm XXXXXXXt; rrrrrrrt 	HHHHHHHt�1� �� �þ bbbbbbbC
� �

HHHHHHHt ¼ uuuuuuut 	HHHHHHHt�1 þ 1� ut
� �	 CCCCCCCt (6)

where XXXXXXXt 2 RN refer to the observations of all included
knowledge services; HHHHHHHt�1 refer to temporal hidden states
generated by last DCGRUs; ?Gm refers to diffusion convolu-
tion operator given graph Gm, here including Go and Gt. rrrrrrrt
and uuuuuuut refer to the output of reset and update gates at time
t; fr; fu, and fC refer to graph convolutional filters with dif-
ferent trainable parameters; finally, HHHHHHHt refer to temporal
hidden states. In DCRNNs, DCGRUs are stacked to con-
struct encoders and decoders.

Predict Trend. After obtaining the spatiotemporal hidden
statesHHHHHHHt, a fully connected layer then generates predictions,
which is shown in Equation (7):

ŶYYYYYY tþ1 ¼WWWWWWW �HHHHHHHt þ bbbbbbb (7)

whereWWWWWWW and bbbbbbb are trainable parameters.

3.3 Reciprocity

As shown in Fig. 2, the spatial dependency inference and
spatiotemporal prediction parts of our MRST framework
interact in the process of iterative learning. From the infer-
ence side to the prediction side, spatial dependency infer-
ence generates multi-modal directed weighted knowledge
service graphs through EINs structure, and promotes GCNs
to make more accurate predictions in the process of forward
propagation. From the prediction side to the inference side,
EINs are optimized through the temporal labels of GCNs in
back propagation, so as to better learn distance measure-
ment. Therefore, the reciprocity of our MRST framework is
developed between the two sides.

However, due to the complexity of the model, EINs and
GCNs may interfere with each other, making MRST unable
to learn in the expected direction, especially in the initializa-
tion phase. We will discuss how to solve the issue of param-
eter initialization in Section 4.2 and give the discussion and
verification of the results in the experimental part.

4 LEARNING DETAILS

In this section, we discuss parameter tuning and optimiza-
tion for our MRST framework.

4.1 Loss Function

We choose the mean absolute error (MAE) as the loss func-
tion to supervise the training process under our MRST
framework, which is formulated by Equation:

L ¼ 1

n

X
i;t

yti � ŷti
�� �� (8)

where n refers to the number of observations of all time
series in a batch; yi;t and ŷi;t refer to the ground truth and
predictions of time series i at time t, respectively. Note that
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for applications where the orders of magnitude of time
series significantly differ from each other, we evaluate loss
under the logarithmic scale.

4.2 Phased Heuristics

We have discussed in Section 3.3 that EINs and GCNs mod-
ules can interact to achieve reciprocity. However, at the
beginning of the training process, because both sides are ini-
tialized with random states, it may be difficult for the train-
ing to move in the right direction. Furthermore, EINs and
GCNs may interfere with each other, making training even
more difficult. In order to avoid such situation, we have
developed a phased heuristic strategy. With the progress of
the training process, the reciprocity process graduallyworks.
This heuristic strategy can be divided into three stages.

In the first stage, we first use the limited service space
tags, such as the service collaboration relationship (here,
hyperlinks), to learn the parameters of graph convolution.
The way of the scheduled sampling strategy [4] is adopted in
this stage. We set a probability � to control the ratio between
the ground truth and the previous prediction. At the begin-
ning of training, � is set very large (close to 1), that is, it relies
on the ground truth for training.With the increase of training
steps, � gradually decreases until it completely depends on
the previous prediction for training. Specifically, we choose
inverse S-shaped decay to gradually reduce epsilon:

� ¼ k

kþ exp i
k

� � ; (9)

where k represents the hyper-parameter of sampling proba-
bility attenuation rate, which is generally adjusted accord-
ing to the size of the dataset and batch size. i refers to the
current number of training steps. In this stage, the graph
convolution network first takes the ground truth as the
model input for one-step prediction, then gradually
switches to the autoregressive mode, and the prediction
task transitions from one-step prediction to multi-step
prediction.

When � decays to 0.1, the second stage begins. EINs begin
to use a variety of information to learn how to measure the
distance between knowledge service nodes, and build
multi-modal spatial correlation for GCN. Similarly, we then
set another attenuation factor g to match �. The same speed
is reduced from 1 to 0. This stage uses limited tags to acti-
vate the multi-modal topology estimator. However, in this
stage, unknown potential links are not introduced, and the
quantization ability of the multi-mode topology estimator is
mainly studied.

When g decays to 0.1, the third stage begins, and the
multi-mode EINs begin to explore the possible connections
between all paired service nodes and use the new graph
prediction to introduce the diversity of service structure for
graph convolution.

When exploring small graphs, we can start all three
stages. However, when the number of nodes is huge, the
third stage often needs to occupy a large amount of mem-
ory. Under such a situation, we may achieve better results
by only executing the first two stages instead of all three
stages. How to explore more potential edges in a huge
graph remains to be a further study in the future.

Through the phased heuristic algorithm, different parts
of our MRST framework can be trained sequentially, mak-
ing it easier for the MRST framework to achieve local opti-
mization. In the follow-up experiments, we will discuss the
effect of this phased heuristic strategy.

5 EXPERIMENTS

We have conducted experiments to evaluate the effective-
ness and efficiency of our proposed MRST framework. In
this section, we first introduce our experimental settings,
and then analyze experimental results in detail.

5.1 Experimental Settings

5.1.1 Dataset

Wikipedia is a well-known online encyclopedia that provides
knowledge services. It is created, maintained, edited and
modified by hundreds of millions of Internet users, and has
been widely studied as a common dataset in public compet-
itions and the literature. The temporal observations of wiki
entries (i.e., the usage observations of knowledge services)
exhibit periodicity, nonlinearity and (non) stationarity. As
shown in Fig. 3, the usage observation tendency of different
knowledge services presents different features. Due to the
editability of Wikipedia entries, the hyperlink relationships
among entries may change over time. Such features reflect
the complexities of knowledge services in spatial and tem-
poral aspects. Furthermore, the existing Wikipedia data sets
(such as Wiki-EN-small) are not sufficient and comprehen-
sive. Taking Wiki-EN-small as an example, it lacks text
information of entries. Moreover, it only contains 4,118
entries and 11,198 edges, which means the graph structure
is relatively simple. To get closer to the real scene, we col-
lected an English Wikipedia dataset called Wiki-EN, which
contains 12,508 entries and 376,700 edges, together with the
text information of each entry.

Specifically, we grabbed the page views of Wikipedia
entries fromWikiStat6, which records the page views of thou-
sands of Wikipedia entries on an hourly frequency. We pre-
processed the hourly page views into daily observation
sequences. We observed that some pages do not have access
records at some times due to a lack of data or excessive popu-
larity. To ensure the reliability of the data, we only kept the
knowledge services with complete records, and screened
12,508 Wikipedia entries with clear usage observations from
October 1, 2019 to September 30, 2021. At the same time,
according to theWikipedia hyperlink jump record in Septem-
ber 2019, we obtained a graph of 376,700 hyperlink relation-
ships (i.e., edges), and regarded this graph as the initial
knowledge service network. In addition, we collected the text
information of each entry. Because the content of the entry is
very different, the length of the text information is also very
different. The detail of our dataset is summarized in Table 1.

We validated the baselines and our proposed MRST on
the Wiki-EN dataset for three reasons. First, for the spatial
dependencies, the Wikipedia entries interact with each
other by hyperlinks. Thus, the initial knowledge service net-
work could be constructed through this relationship.

6. https://dumps.wikimedia.org
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Second, since the manually created hyperlink relationships
are difficult to fully reflect the accurate spatial dependencies
among knowledge services, it is necessary to rely on models
to learn more accurate knowledge service networks. The
text information and usage observation sequences of Wiki-
pedia entries can both be used to train the knowledge ser-
vice networks. Third, for the temporal dependencies,
different page views apparently present different and com-
plicated temporal characteristics. Based on these features in
all three aspects, we believe it is reasonable to use the Wiki-
EN dataset to test and verify our model.

We used Z-score normalization and logarithm to the
inputs to eliminate the potential hazard caused by the vast
difference in the order of magnitude. During the experi-
ments, we chronologically split the dataset, with the first
70% as the training set, the following 10% as validating set,
and the final 20% as the testing set.

5.1.2 Evaluation Schemes

We evaluated our MRST framework and baselines by the
mean absolute error (MAE), root mean squared logarithmic
error (RMSLE), and symmetric mean absolute percentage
error (SMAPE) over the Wiki-EN dataset.

The first indicator MAE evaluates the average value of
absolute error, which can better reflect the actual situation
of predicted value error. The lower the MAE, the higher the
prediction accuracy. The mean absolute error is defined as:

MAE ¼ 1

V

X
i2V

yi � ŷij j (10)

The second indicator RMSLE evaluates the model by
shrinking the prediction result to a logarithmic scale, which
alleviates the impact caused by order of magnitude. RMSLE
can be formulated by Equation (10), and a lower RMSLE
represents a higher prediction accuracy.

RMSLE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n

X
i;t

log yti þ 1
� �� log ŷti þ 1

� �� �2s
(11)

The third indicator SMAPE reflects a relative residual of
prediction results, which can also solve the problem of the
order of magnitude. Besides, an under-forecasting prediction
gets a higher value than an over-forecasting one. It is quite suit-
able for our problem, because a slight redundancy is essential
for any kind of role in the service ecosystem, as explained in
earlier sections. SMAPE can be formulated by Equation (11),
and a lower SMAPE represents a higher prediction accuracy

SMAPE ¼ 2

n

X
i;t

ŷti � yti
�� ��
ŷti þ yti
� � : (12)

5.1.3 Baselines

In our experiments, we mainly chose two GCN-based spatio-
temporal structures as the backbones of ourMRST framework,
DCRNNs andGraphWaveNet, and compared ourMRSTwith
seven representative baselines described as follows.

� ARIMA [6]: AutoRegressive Integrated Moving
Average (ARIMA) is the most classical time series
prediction model used in many industries. ARIMA
needs to model each sequence separately and can
easily capture the linearity of one time series. We
used the open source statsmodel Python package7 to
implement this benchmark method.

� VAR [22]: VectorAutoRegressive (VAR) is a vectorized
high-dimensional extension of ARIMA, which further
considers simple dependencies between sequences. In
the experiments, we set one sequence with all its one-
order neighbors as a group, and trained different VAR
models for each individual sequence.

� SVR [25]: By setting different kernel functions, Support
Vector Regression(SVR) model has achieved good per-
formance in multiple complex time series prediction
tasks and has been widely used. We implemented this
method through the sklearn python package8.

Fig. 3. a) Histogram of Wiki-EN dataset. Within 12,508 knowledge serv-
ices, the blue, yellow and green ones represent the histogram of 1, 2
and 3-step reachable neighbors, respectively. When we consider 3-step
reachable neighbors, most of the services’ vertices are connected,
which proves the correlations among knowledge services are complex.
b) Service Christmas shows an annual peak on Christmas Day, and Kill-
ing Eve shows a weekly peak since it was updated once a week. How-
ever, movie 365_Days’ peak is reached from the time of release, and the
usage observations gradually decrease thereafter. Service Bitcoin con-
tinues to receive attention throughout the year. This shows that different
knowledge services have different temporal features.

TABLE 1
Numerical Properties of Datasets

Item Value

Number of Entries 12,508
Number of edges 376,700
Number of observation samples 9,143,348
Shortest number of text words 28
Maximum number of text words 28,858
Average number of text words 4,447

7. https://www.statsmodels.org
8. https://pypi.org/project/scikit-learn
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� FC-LSTM [26]: RNN with fully connected LSTM hid-
den units uses the long-term and short-term memory
unit as the basic unit of the cyclic neural network,
and has a good ability to model sequence nonlinear-
ity, periodicity and long-term dependence.

� WaveNet [24]: WaveNet models the long-term depen-
dencies of sequences by expansion convolution. It
was originally designed for speech synthesis task,
and later expanded to other domains because of its
good timing modelling performance.

� DCRNNs [17]: Diffusion Convolutional Recurrent
Neural Networks (DCRNNs) is the state-of-the-art
model for spatiotemporal prediction, which exploits
diffuse convolution to extract the spatial dependence
between time series and combines this spatial model-
ling abilitywith the gated cyclic unit. DCRNNs utilize
the GRUs to capture the temporal dependencies, and
thenmake predictions.

� Graph WaveNet [31]: Graph WaveNet is the state-of-
the-art model for spatiotemporal prediction, which
exploits the first-order approximate spectral convo-
lution to extract the spatial dependence between
time series, and combines this spatial modelling abil-
ity with causal expansion convolution.

We carefully selected the above seven baseline methods
to cover various aspects. Among these baseline approaches,
ARIMA and SVR are designed for individual time series;
VAR considers the interactions among multiple time series;
FC-LSTM and WaveNet are RNN-based and CNN-based
deep learning models, which show the significant capability
of modelling nonlinear and long-term dependencies for
individual time series; DCRNNs and Graph WaveNet intro-
duce graph convolution filter to exploit spatial dependen-
cies among time series, which are the state-of-the-art in this
domain. Note that Graph WaveNet can also infer and quan-
tify the spatial dependencies from time series.

5.1.4 Hyper-Parameters and Other Settings

All of our experiments were conducted on an Ubuntu server
[CPU: Intel(R) Xeon(R) CPU E5-2680 v4 @ 2.40GHz, GPU:
NVIDIA GTX 1080 Ti]. To make the comparison fair, the
hyper-parameters were tuned for different models to
achieve their best performance. In particular, we considered

one-step adjacent vertices for VAR to predict the trend of
central vertices. We set 128 temporal hidden states for each
recurrent units, for FC-LSTM, DCRNNs, and MRST. In
MRST, we empirically set C ¼ 13 for the number of MFCCs
to retain; set d ¼ 13 for the dimension of the text feature vec-
tor; and set 128 spatial hidden states for graph convolution
filters. Due to the great difference in the lengths of knowl-
edge service documents, we removed stop words and trun-
cated the text into sentences of the same length l ¼ 50. As
for the most sensitive hyper-parameters, i.e., predefined
graph convolution depth K, we conducted several experi-
ments to carefully study them and will discuss them in
detail in Section 5.2.2.

5.2 Experimental Results and Analysis

5.2.1 Main Results

In order to compare the overall prediction accuracy of our
MRST framework with those of baseline models, we con-
ducted repeated experiments eight times under different
initializations. Table 2 records the average values of MAE,
RMSLE and SMAPE of different methods in Wiki-EN’s 3-
day, 7-day and 14-day prediction. In particular, this paper
selects two spatiotemporal models, DCRNNs and Graph
WaveNet, as the GCNs backbone of the MRST framework.
By examining the results of the dataset, we noticed four con-
sistent phenomena.

First, all neural network-based models, including our
MRST, performed significantly better than the previous
models. This is because RNN and TCN structures have a
strong ability to model nonlinearity and long-term time
dependence.

Second, by comparing the accuracy of ARIMA and VAR,
we observed that although VAR considers the spatial
dependencies among time series, its errors are not less than
ARIMA. This shows that manual spatial dependencies may
carry a lot of noise, and simple matrix operations are not
enough to understand the intricate relationship among
knowledge services.

Third, compared with other deep learning models with-
out considering spatial features, the method based on spec-
tral convolution has made significant progress. DCRNN
and Graph WaveNet, which use spectral convolution to
extract the spatial correlations among knowledge service

TABLE 2
Performance Comparison of MRST Framework and Other Baselines

Models 3 days 7 days 14 days

MAE RMSLE SMAPE MAE RMSLE SMAPE MAE RMSLE SMAPE

ARIMA 301.6 0.3329 15.48% 391.2 0.4341 22.24% 549.9 0.4223 23.91%
VAR 402.0 0.3709 19.89% 603.2 0.5288 30.04% 783.2 0.6456 35.48%
SVR 260.8 0.2502 14.05% 339.6 0.3230 20.01% 381.9 0.3575 21.98%
FC-LSTM 226.2 0.2245 11.95% 240.0 0.2528 13.71% 272.4 0.2850 16.72%
WaveNet 220.9 0.2261 12.06% 235.5 0.2534 13.79% 269.1 0.2861 16.80%

DCRNN 222.4 0.2229 12.02% 237.1 0.2511 13.85% 266.8 0.2833 15.73%
MRST(DCRNN) 218.3 0.2208 11.95% 234.2 0.2496 13.78% 265.1 0.2826 15.71%

Graph WaveNet 216.7 0.2231 11.90% 231.7 0.2510 13.67% 263.7 0.2826 15.76%
MRST(GraphWN) 214.0 0.2202 11.79% 230.2 0.2489 13.66% 261.4 0.2816 15.76%

Here 3, 7, 14 days refer to 3, 7, 14 steps predictions. The lower value reflects the higher prediction accuracy. The bold font highlights the best performance.
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nodes, have further reduced the prediction error compared
with their basic models FC-LSTM and WaveNet, respec-
tively. It is proved that the spectral convolution operator is
effective in modelling complex service relationships. How-
ever, it is worth mentioning that in the process of training,
Graph WaveNet has to embed learning for each time series.
This makes the computational complexity Oðn2Þ. On the
English Wikipedia knowledge service data set, it seriously
exceeded the memory of our experimental environment, so
the self-adaptive adjacency matrix part of Graph WaveNet
was omitted for the experiment.

Finally, MRST (DCRNN) and MRST (GraphWN) are
improved compared with DCRNN and Graph WaveNet,
respectively. This phenomenon shows the effectiveness of
our MRST in improving service usage tendency prediction
tasks, and EINs can infer better spatial dependencies than
manual methods.

5.2.2 Important Components and Hyper-Parameters

Discussions

In our MRST framework, the predefined number of graph
convolution depth K of GCNs and two types of EIN com-
ponents (EIN-o and EIN-t) are two significant concerns. In
this section, we carefully compare the performance of the
MRST framework with different K and EIN components to
study how they couple with each other in our MRST
framework. Specifically, in this part, we chose the spatio-
temporal model DCRNNs and Graph WaveNet as back-
bones for the MRST framework. As introduced in Section
3, these two kinds of EINs use usage observation sequen-
ces and text information to infer the spatial dependence
among knowledge services. We designed the following
comparative experiment to investigate whether the two
components work.

� DCRNN (or Graph WaveNet): does not contain any
EIN component.

� MRST-D-o (or MRST-G-o): only includes EIN-o com-
ponent. That is, only the usage observation sequences
of the service are used to build spatial dependencies.

� MRST-D-t (or MRST-G-t): only includes EIN-t com-
ponent. That is, only text information is used to build
spatial dependencies.

� MRST-D (or MRST-G): contains both EIN-o and EIN-
t components.

In addition, we studied the influence of K ¼ 1; 2; 3. Fig. 4
reports themean and standard deviation ofMSE andRMSLE
indexes under different settings. We observed that when
DCRNN and Graph WaveNet are used as backbones, K has
different effects on the model. The MSE and RMSLE of the
DCRNN cluster all drop from 1 to 2, and then rebound. The
increase of K increases the perceptual field of the model, so
that more neighbor node information can be used to enrich
the node representation. By fixing other settings and increas-
ing K, the MAE and RMSLE of the Graph WaveNet cluster
do not fall but rise. This is because GraphWaveNet itself has
the problem that the effect of increasingK becomes worse on
the Wiki-EN dataset. It can be observed that when K ¼ 2; 3,
the variance of the Graph Wavenet cluster on each index is
large. This shows that under this setting, the convergence of
learning results is not in place, resulting in more unstable
results. We suspect the selection of K is related to the back-
bones in the framework. For the DCRNN cluster, K=2 best
fits theWiki-EN dataset. For the GraphWaveNet cluster, the
best result is achievedwhenK=1.

We also observed that within the convolution depth K of
each graph, the MRST framework with EIN components is
better than DCRNN. In particular, the MRST-D framework is
more accurate than bothMRST-D-o andMRST-D-t prediction
with only one EIN component. This shows that EIN can infer
the high-quality spatial correlation of GCN.Whenmore infor-
mation is integrated to build spatial dependencies, the corre-
sponding performance will be improved. By mining service
multimodal information, EINpromotesmodel learning, richer
spatial representation and GCN to make more accurate

Fig. 4. Performance comparison for DCRNNs, Graph WaveNet and MRST framework with different graph convolution depth K and EIN components.
In particular, MRST-t and MRST-o refer to EIN-t and EIN-o that are concerned.
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predictions. This result can also be found in the Graph Wave-
Net cluster when K ¼ 1. As mentioned earlier, Graph Wave-
Net’s ability to use graph network information is degraded
when K ¼ 2; 3, which makes it difficult for the model to use
this information to improve the effect even if we update the
graph network structure. Therefore, the best result is still
obtainedwhenK ¼ 1 inMRST-G.

5.2.3 Heuristics Ablations

To evaluate the effect of phased heuristics, we conducted
eight ablation experiments for each configuration. Table 3
reports the experimental results when using DCRNN and
Graph WaveNet (short for GraphWN) as the backbones of
the MRST framework, and successively records MAE,
RMSLE and SMAPE when using phased heuristics. By
examining the mean and standard deviation of these indica-
tors in Table 3, it can be observed that the phased heuristic
driving shows different effects on MRST (DCRNN) and
MRST (GraphWN). The performance of MRST (DCRNN)
framework driven by phased heuristics is significantly bet-
ter than that without it. MAE is improved by 3%, and
RMSLE and SMAPE are improved by about 1% and 0:8%.
Fig. 5 shows the loss change of phased heuristic driving in
MRST (DCRNN) training. However, phased heuristic driv-
ing has little effect on MRST(GraphWN). Compared with
those without heuristics, MAE, RMSLE and SMAPE of the
framework with heuristics have changed by þ0:04%, þ0:3%
and �0:3%, respectively. Through the observation of the
experimental results, we found that the MRST (GraphWN)
framework without phased heuristic algorithm can also
achieve the same MRST prediction error as the MRST
(GraphWN) framework with it. Further analysis shows that

this may be due to the different internal structures of
DCRNN and Graph WaveNet.

Fig. 5 shows the heuristics in MRST(DCRNN) frame-
work, here we only start the first two stages. According to
the inverse sigmoid decay, the first stage starts from the
whole training process and ends when the decay factor �
drops to 0.1. In the first stage, the graph convolution net-
work initially takes the ground truth as the model input for
one-step prediction. In this case, since the prediction task
becomes simple, the loss decreases rapidly. With the decay
of sampling probability (the green curve in the figure), the
graph convolution network gradually switches to the autor-
egressive mode, and the prediction task transitions from
one-step prediction to multi-step prediction. Therefore, the
value of the loss function gradually increases. In the second
stage, loss is declining. GCN depends on the spatial depen-
dence of EINs or prior knowledge, and stably depends
more on the former. When g reduce to 0.1, MRST start to
count to early stop.

5.2.4 Training Efficiency

In this part, we discussed the training efficiency of MRST.
We fixed the number of central vertices to 32 and the batch
size to 32 and consideredK ¼ 1. Table 4 records the average
training time and parameter number of each batch. The
additional cost of MRST comes from the EIN module that
infers spatial correlation. The fully connected layer and
batch norm structure in EIN-o bring 2� C þ 1 and 2� C
parameters to MRST-o, respectively. According to Algo-
rithm 1, the EIN-t module increases the parameter amount
of L� dþ d when converting Vi to vi. The fully connected
layer and batch norm mechanism used to compare the cor-
relation between vi and vj in pairs subsequently increase
the parameter amount of 2� dþ 1 and 2� d. In addition,
since our MRST framework can integrate different spatio-
temporal modules as the backbones, the number of parame-
ters is also related to the selected modules.

5.2.5 Visualization

In order to intuitively understand the spatial dependencies
among knowledge services inferred by our MRST frame-
work, we took the top 51 knowledge services on the Wiki-
EN dataset as an example to show the spatial correlation
based on expert knowledge and the spatial correlation
inferred by our model. The results are illustrated in Fig. 6.
Based on the manual spatial dependency, the directed
hyperlink relationship was used to define the initial spatial
dependency between services, and the 0-1 value was used
as weight. The final result is shown in Fig. 6a. EINs generate
two spatial dependence patterns, namely Figs. 6b and 6c,
where Fig. 6b is the spatial dependencies inferred by EIN-o

TABLE 3
Phased Heuristics Ablation

MRST(DCRNN) MAE RMSLE SMAPE

with heuristics 265:1
 2:9 0:2826
 0:0011 15:71%
 0:10
w/o heuristics 273:2
 2:8 0:2855
 0:0009 15:83%
 0:10

MRST(GraphWN) MAE RMSLE SMAPE

with heuristics 261:4
 1:6 0:2816
 0:0007 15:76%
 0:08
w/o heuristics 261:5
 1:9 0:2824
 0:0003 15:72%
 0:10

Fig. 5. Heuristics in MRST(DCRNN) framework.

TABLE 4
Time Cost and Model Size of Different Models

Model Time Parameters Model Time Parameters

MRST-D-t 0.623 230,839 MRST-G-t 0.472 289,156
MRST-D-o 0.576 198,326 MRST-G-o 0.476 256,643
MRST-D 0.955 230,892 MRST-G 0.536 289,209
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from the usage observation sequences. Fig. 6c is the spatial
dependencies inferred by EIN-t from the text documents.
Comparing Figs. 6b and 6c with 6a, it can be found that
EINs are able to infer abundant spatial dependencies from
multi-modal information of knowledge services.

We selected a representative knowledge service and
visualized the prediction results to help better understand
the model. Fig. 7 shows the ground truth and prediction
results of the Wikipedia entry COVID-19 pandemic, which
has 529 neighbors in the Wiki-EN dataset. In this typical
case, the SMAPE of the DCRNNs, MRST-D, GraphWave-
Net, and MRST-G are 9.21, 6.42, 8.80, and 7.44, respectively.
We found that since the performance of GCN-based models
greatly depends on the graph, they may be more likely to be
misled by the not-so-important neighbors when facing the
hot knowledge services with many neighbors. At the same
time, the correlation between nodes may change over time,
leading to the negative impact of outdated correlation
between sequences on model results. Specifically, the
sequences of COVID-19 pandemic and COVID-19 pandemic in
mainland China in July and August 2020 strongly correlate.
As time goes on, the concern of the English wiki community
about the epidemic in Chinese Mainland has gradually
weakened, and the correlation between the two knowledge
services’ sequences has also weakened. On the other hand,
2020 United States presidential election began to show a strong
correlation with COVID-19 pandemic. The successful vaccine
development and reduced viral toxicity also led to a reverse
correlation between Severe acute respiratory syndrome, Remdi-
sivir and COVID-19 pandemic. Our MRST framework per-
ceiving the dynamic correlation among sequences through
multi-modal information such as text and time series can
better utilize the graph and make more accurate predictions
than other models.

6 RELATED WORK

With the development of cloud computing, big data and
Internet of Things, SOC (Service-Oriented Computing) has
attracted more and more attentions from both industry and
academia [29], [35], [36], [37]. The types of services are
becoming increasingly abundant, covering software, data,
storage, information and other aspects. Among them,
Knowledge as a Service (KaaS) has become an emerging
concept, which meets the needs of users by providing

content-based delivery (data, information and knowledge).
In recent years, a large number of services have been
released into the service ecosystem, which then built com-
plex service networks [5], [28], [33]. In this context, network
services have brought many new challenges to the tradi-
tional services computing paradigm. For example, in terms
of service tendency prediction, traditionally, people mainly
focus on predicting individual time series[3], [38], [39], [40],
while ignoring the interactions among services. In this
paper, we discuss the trend predictions of knowledge serv-
ices and propose a validated solution.

The prediction of usage observation series (also known
as time series) has been a long-standing problem for deca-
des. From the beginning, researchers have realized the pre-
diction of a single time series by studying the linearity and
nonlinearity of time series. Among them, the most classical
methods include autoregressive integrated moving aver-
age(ARIMA) [6] and support vector regression (SVR) [22].
Work [19], [32] successfully predicted the usage trend of
knowledge services (paper / patent citation count) using
these methods. Some researchers also try to study the inter-
action between time series, among which the representa-
tive ones are vector autoregressive model (VAR) [25] and
multiple-output SVR [27]. In recent years, with the devel-
opment of deep learning, researchers begin to introduce
deep learning model to improve the accuracy of time series
prediction. Typical examples are recurrent neural network
(RNN) and convolutional neural network (CNN). Recur-
rent neural networks (RNN) such as long short-term mem-
ory (LSTM) [15] and gated recursive unit (GRU) [9] can
well capture the long-term dependence of time series. As
an example related to our work, Wen et al. predicted the
citation counts by appling RNNs [30]. Based on RNN with
fully connected LSTM hidden units, Sutskever et al. pro-
posed FC-LSTM [26], which is one of the classical methods
to predict the trend of time series based on deep neural net-
work model. Convolutional neural networks (CNN), such
as dilated causal convolution [34] and gating mecha-
nism [11] can also accumulate sequence information
through receptive fields. WaveNet is considered a success-
ful application [24].

With the development of graph neural networks(GNNs),
researchers consider introducing spatial relationships to
further improve prediction accuracy. Graph convolution
network (GCN) is widely used in many tasks such as node

Fig. 6. Visualize the spatial dependencies of the first 51 knowledge services on the Wiki-EN dataset. The darker the color, the higher the correlation.
Specifically, (a) is defined by hyperlinks; (b) is the spatial correlation inferred by EIN-o from the usage observation sequences. (c) is the spatial corre-
lation inferred by EIN-t from text.
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classification, link prediction, and time series prediction
because of its potential in aggregating graph structure infor-
mation. Spectral-based Graph Convolutional Networks
(GCNs) were first introduced by Bruna et al. [8], which
incorporate spectral graph theory into deep learning mod-
els. After this work, many authors have proposed improve-
ments, extensions and approximations of these spectral
graph convolutions. Defferard et al. Proposed ChebNet [12],
which uses Chebyshev polynomials to replace the convolu-
tion kernel in the spectral domain to reduce the complexity
of parameter learning. Kipf and welling [16] made a local
first-order approximation of spectral convolution, and
expanded the receptive field by superimposing multi-layer
linear GCN, which further improves the efficiency of GCN.
Atwood and towsley [2] proposed a diffusion progressive
neural network (DCNN), which defines rotation as a diffu-
sion process across each node in the graph structure input
to deal with the directed graph. In light of the large-scale
graph and numerous nodes in the big data service scenario,
researchers began to consider efficient and scalable methods
to solve the model training challenges. Liu et al. [20] sum-
marized the sampling methods for efficient training of
graph convolutional networks. Luo and Wu et al. proposed
latent tensor/factor analysis-based approaches [21], [33]
that effectively perform representation learning on a
dynamically weighted directed network.

Based on such efforts, some researchers consider intro-
ducing graph convolution network (GCN) to aggregate the
spatial correlation between time series, so as to further
improve the prediction accuracy. Diffusion convolution
recurrent neural networks (DCRNNs) [17] and Graph
WaveNet [31] are two representative works. DCRNNs uses
diffusion convolution to extract the spatial correlation
between time series, and combines this spatial modeling
ability with gated cycle unit. Graph WaveNet uses the first-
order approximate spectral convolution to extract the spa-
tial correlation between time series, and combines this spa-
tial modeling ability with extended causal convolution. On

this basis, E-GCRNN [18] further considers the rapid evolu-
tion of knowledge service dependency. Although these
models show attractive ability in using the spatial depen-
dence between time series, the inferred results may be inac-
curate because the vertices of time series are characterized
by multi peaks and noises, and there is no obvious label to
represent the similarity between vertices. So far, there are
few studies on the spatial dependence of autonomous learn-
ing time prediction, while we believe that this method is
very important to further improve the degree of freedom of
spatiotemporal model. In addition to using time series to
learn spatial dependencies, other relevant information of
services (such as text information) can also be used to mine
spatial dependencies between service nodes. Therefore, our
MRST model considers the interaction between the informa-
tion of multimodal knowledge service nodes, so as to effec-
tively improve the prediction accuracy of the target
knowledge service field.

7 CONCLUSION

In this paper, we have presented a new Multi-modal Recip-
rocal Spatio-Temporal (MRST) framework to predict the
usage tendency of knowledge services. We designed two
types of Edge Inference Networks (called EIN-o and EIN-t)
to infer the spatial dependencies among knowledge services
based on the information of usage observation sequences
and text, respectively. Based on the inferred graphs, we
integrated GCN-based spatiotemporal prediction models as
backbones to make trend prediction. In such a reciprocal
framework, EINs infer multi-modal directed weighted
graphs to serve GCNs, and GCNs use these spatial correla-
tions for prediction, and then introduces feedback to opti-
mize EINs. Through the iterative joint learning process, the
performance of EINs and GCNs both benefit from each
other, and eventually lead to accurate spatio-temporal pre-
diction. In addition, we also collected a new knowledge ser-
vice data set Wiki-EN. A large number of experiments on

Fig. 7. The left figure shows the ground truth of the Wikipedia entry COVID-19 pandemic and its four neighbor knowledge service nodes from July 1,
2020, to July 31, 2021. The three matrices denote the correlation among the time series from July 1, 2020, to August 31, 2020, the correlation among
the time series from May 1, 2021, to June 30, 2021, and the correlation among text documents, respectively; The right figure shows the predicted
usage trends of COVID-19 pandemic from August 1, 2021, to September 30, 2021, generated by DCRNS, MRST-D, GraphWaveNet, and MRST-G.
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this real data set have demonstrated that our proposed
MRST framework significantly surpasses the baselines, and
can learn meaningful spatial dependencies outside the pre-
defined graphical structure.

In our future work, we plan to focus on the following
three aspects: (1) to study how to provide more feedback to
EINs to promote their exploration of possible links; (2) to
study the function of EIN module when integrating differ-
ent types of spatio-temporal prediction models, and further
explore the efficiency of the model; (3) to study how our
MRST can be applied to long series prediction.
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