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Abstract

Web service recommendation remains a highly demanding yet challenging
task in the field of services computing. In recent years, researchers have
started to employ side information comprised in a heterogeneous Web service
ecosystem to address the issues of data sparsity and cold start in Web service
recommendation. Some recent works have exploited the deep learning tech-
niques to learn user/Web service representations accumulating information
from multiplex sources. However, we argue that they still struggle to utilize
multi-source information in a discriminating, unified and flexible manner.
To tackle this problem, this paper presents a novel multi-source informa-
tion graph-based Web service recommendation framework (MGASR), which
can automatically and efficiently extract multifaceted knowledge from the
heterogeneous Web service ecosystem. Specifically, different node-type and
edge-type dependent parameters are designed to model corresponding types
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of objects (nodes) and relations (edges) in the Web service ecosystem. We
then leverage graph neural networks (GNNs) with an attention mechanism
to construct a multi-source information neural network (MIN) layer, for
mining diverse significant dependencies among nodes. By stacking multiple
MIN layers, each node can be characterized by a highly contextualized
representation due to capturing high-order multi-source information. As such,
MGASR can generate representations with rich semantic information toward
supporting Web service recommendation tasks. Extensive experiments con-
ducted over three real-world Web service datasets demonstrate the superior
performance of our proposed MGASR as compared to various baseline
methods.

Keywords: Web service recommendation, web service ecosystem, multi-
source information, deep learning, graph neural networks, attention
mechanism.

1 Introduction

Accelerated by phenomenal development, several newly emerged concepts
such as Big Service [32], Internet of Services (IoS) [15], and increasingly
more Web services have been published onto the Internet recently. Such
Web services and various objects (e.g., Web service providers and users)
related to them gradually form a knowledge network, i.e., a Web service
ecosystem [11, 28], through a variety of complex correlations. Such a Web
service ecosystem carries a large amount of multi-source information. As
illustrated in Figure 1, through the invocation and recommendation rela-
tionship, published Web services are connected to users. On the left-hand
side, Web services are typically linked to their providers, publication dates,
descriptions, and labeled with categories. On the right-hand side, users are
in turn linked to their preferences, social friendships, Web service invocation
history, and their physical locations. Each type of information represents a
unique data source.

Web service recommendation [12] has played an increasingly important
role in the Web service ecosystem for meeting users’ (or mashup developers’)
personalized demands and alleviating the issue of information overload.
Existing Web service recommendation models are mostly based on the
collaborative filtering (CF) [3, 37] paradigm. Their main focus is to learn
user interests and to estimate user preference from historical interaction
data (e.g., invocation or transaction). Common techniques range from matrix
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Figure 1 A multi-source information scenario of the Web service ecosystem.

factorization (MF) to deep learning [4, 5], such as state-of-the-art graph
neural networks (GNNs) [29] and attention mechanisms [22]. Due to the
severe data sparsity and cold-start problems in the real-world Web service
ecosystem [8, 16], oftentimes these models can barely provide satisfactory
Web service recommendations to users.

Therefore, some recent efforts consider introducing some side informa-
tion [20] (e.g., geographical location, chronological sequence, and textual
description) to enrich the profiling of users and Web services to enhance the
performance of Web service recommendation [1,14,20,30,36]. Despite their
effectiveness, these works suffer from two major limitations:

The semantics and strength of multi-source information are not suf-
ficiently exploited. Each type of source may uniquely describe a relation or
an attribute of a corresponding user/Web service in the Web service ecosys-
tem. For example, colleague and high-school-classmate relationships over a
user carry different semantics information to describe a social relationship.
Moreover, one type of information may pose a distinct influence when a
user selects and invokes the Web service, which is significant to Web ser-
vice recommendation. Using the example above, the colleague relationship
may impact a user more when selecting a professional software-based Web
service, while the high-school-classmate relationship may impact more when
selecting a social media-based Web service. However, most related methods
simply assume that different types of information share the same feature
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space, or set up distinct non-sharing weights for every type of information
alone [31, 35]. As illustrated by the simple example, without exploiting the
semantics and strength of multi-source information, that is, without modeling
multi-source information discriminately, may cause some valuable signals to
get lost, which in turn may lead to a decline in Web service recommendation
performance.

The available multi-source information is not thoroughly leveraged
in a unified and flexible manner. Taking the state-of-the-art GNN-based
methods as an example, most of them are designed for a homogeneous
environment. Thus, for adopting GNNs to deal with multiple types of infor-
mation in the Web service ecosystem, some existing methods build different
graphs in terms of different types of data separately, and they utilize GNNs
to learn representations over separate graphs [6], which adds to inefficient
data processing efforts. Other methods construct different pre-defined meta-
paths for different scenarios, which requires specific professional domain
knowledge [7] and leads to trouble in generalizing. In a nutshell, how to
model the Web service ecosystem as one integrated Web service network with
multi-source information, and automatically extract more useful signals from
the network for Web service recommendation, deserves further research.

In order to tackle the aforementioned limitations, based on Multi-source
information in the Web service ecosystem, inspired by the advances of
GNNs and Attention mechanisms, we propose a novel unified Service
Recommendation framework (MGASR). Firstly, the multi-source informa-
tion scenario of the Web service ecosystem is modeled as a large-scale,
heterogeneous graph. In this graph, users, Web services, and their attributes
are treated as nodes, and the relations between them as edges. Secondly,
on top of the graph, we construct a multi-source information neural net-
work (MIN) layer for Web service recommendation. Different semantics
of the nodes and edges are revealed by deploying type-specific projection
parameters. To clarify the strength of multi-source information, we devise
a node- and edge-type aware multi-head attention mechanism. Finally, for
being scalable to any multi-source information scenarios, we develop an
inductive multi-source message-passing GNN to aggregate and propagate
multi-source messages among the connected nodes in different types on this
graph. Note that MGASR can incorporate multi-source information from
high-order neighbors by stacking multiple MIN layers with feedforward
neural network and residual connections. Through these designs, our pro-
posed MGASR can effectively address the aforementioned limitations, and
help to exploit multi-source information in the Web service ecosystem for
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more accurate Web service recommendation, in a discriminating, unified and
flexible manner.

To summarize, the main contributions of our work are three-fold:

• We construct a heterogeneous graph for representing the Web service
ecosystem with multi-source information, where users, Web services,
and their attributes are represented as multiple types of nodes, and
different types of relations among them are represented as multiple types
of edges.

• We develop a novel Web service recommendation framework MGASR
on top of the constructed graph. Specifically, we devise a type-
aware multi-head attention mechanism with type-specific parameters
for reflecting the various semantics and strengths of multi-source infor-
mation. Moreover, we design a multi-source message-passing GNN to
capture the multi-source information flexibly and in unison.

• We conduct extensive empirical studies on three real-world Web ser-
vice datasets. Experimental results show that MGASR can effectively
improve the Web service recommendation performance, comparing to
the baselines.

The remainder of this paper is organized as follows. We introduce relevant
definitions and formulate our problem in Section 2. Section 3 details our
proposed framework MGASR. The experimental results and analysis are
presented in Section 4. We review the related work in Section 5. Finally,
Section 6 concludes our work.

2 Preliminaries

In this section, we first introduce the definitions of the Web service ecosystem
and message-passing GNNs, then we give a formulation of our target prob-
lem, i.e., Web service recommendation based on multi-source information.

2.1 Definitions

Definition 1: Web service ecosystem. To model a real-world Web service
ecosystem, we define a Web service ecosystem containing multi-source infor-
mation in the form of a heterogeneous graph G = (V, E ,P,Q). Each node
v ∈ V and each edge e ∈ E (complex relations between them) in this graph

can be discriminated into the types to which they belong by V ϑ(v)→ P and

E ϕ(e)→ Q, respectively.
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For example, nodes can be classified as users (or mashups) U , Web
services S, and their attributes A, while edges can be interpreted as different
types of relations R between the nodes such as invocation, production, and
composition. For instance, consider a triplet (t, e, n) comprising a node t, one
of t’s neighbor nodes n, and an edge e between them. Also we can define a
type-specific relation about them as 〈ϑ(t), ϕ(e), ϑ(n)〉, which can reflect the
intention of this relation.

Definition 2: Message-passing GNN. Generally, a GNN based on the
message-passing paradigm can be regarded as updating the embedding (i.e.,
representation) Xl+1[t] of the target node t at the (l + 1)th layer. It can be
done by aggregating the messages Xl[n] passed from each of its neighbor
nodes n ∈ N(t), and finally combined with its current state Xl[t] at the lth
layer:

Xl+1[t]← Cmb
∀n∈N(t)
∀e∈E(t,n)

(Agg(Xl[n], e),Xl[t]) (1)

where N(t) refers to all the neighboring nodes of t, and E(t, n) denotes the
edge(s) between t and n. Agg(·) and Cmb(·) represent the neighborhood
aggregation operator and the message combination operator, respectively.

The attention mechanism is further added into message-passing GNNs to
distinguish the importance of different neighbor messages:

Xl+1[t]← Cmb
∀n∈N(t)
∀e∈E(t,n)

(Att(t, e, n) ·Msg(t, e, n),Xl[t]) (2)

where Att(·) denotes the application of an attention mechanism, and Msg(·)
denotes the neighbor message.

2.2 Problem Formulation

Problem: Web service recommendation based on multi-source informa-
tion. Given a G, the goal is to recommend Web services (e.g., s ∈ S) to users
(e.g., u ∈ U) who are of potential interest to them based on multi-source
information carried in G.

3 Methodology

In this section, we present our MGASR framework. We detail the three
main segments of MGASR, which are multi-source message, type-aware
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Figure 2 The architecture of MGASR. We build the heterogeneous Web service ecosystem
as an integrated graph, where different shapes represent different types of nodes and relation
edges. The MIN layer is constructed through multi-source message and type-aware multi-
head attention. After multi-layer propagation, we can obtain high-quality representations of
users/Web services.

multi-head attention, and multi-layer propagation. The architecture of
MGASR is illustrated in Figure 2.

3.1 Multi-source Message

In order to learn the representation of a node in a Web service ecosystem G, it
is important to consider the heterogeneity of its neighbor nodes and connected
edges. Therefore, for a triplet (t, e, n) highlighted in Figure 2 in a grey oval,
we design an operator of multi-source message M(·), corresponding to the
multi-head attention mechanism as follows:

M(t, e, n) =‖ki=1 M -headi(t, e, n) (3)

M -headi(t, e, n) = V-FC
ϑ(n)
i (Xl[n])W

ϕ(e)
M (4)

whereM -headi(t, e, n) is the ith multi-source message head. k is the number
of heads. ‖ denotes the concatenation operation.

For each type-specific relation 〈ϑ(t), ϕ(e), ϑ(n)〉, we deploy a distinct

projection matrix W
ϕ(e)
M ∈ R

d
k
× d

k for capturing different semantics of

relations, where d is the embedding size. V-FC
ϑ(n)
i (·) is presented as a single
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fully connected layer for a value vector according to the ith multi-source
message head and the neighbor node type ϑ(n), as shown in Figure 2 in the
lower portion.

3.2 Type-aware Multi-head Attention

In general, not all neighbor messages contribute equally to the state update of
the target node. For example, for Web service recommendation, information
about a user’s invocation history of a Web service is often more important
than other information. Thus, motivated by the multi-head attention mecha-
nism, we propose a type-aware multi-head attention mechanism A(·) for the
diverse nature of multi-source information.

Depending on target node type ϑ(t), neighbor node type ϑ(n) and edge
type ϕ(e), according to the ith multi-source message head, we project the
embedding of the target node (t) into a query vector Qi(t), and the embed-
ding of the neighbor node (n) into a key vector Ki(n). The operation of

A(·) relies on the help of Q-FC
ϑ(t)
i (·) and K-FC

ϑ(n)
i (·), which both resemble

V-FC
ϑ(n)
i (·), as shown in Figure 2. The similarity between Qi(t) and Ki(n)

is taken as the type-aware attention coefficient, which is calculated as follows:

A(t, e, n) = Softmax
∀n∈N(t)

(‖ki=1 A-headi(t, e, n)) (5)

A-headi(t, e, n) =
Qi(t)W

ϕ(e)
A Ki(n)T√
d

(6)

Qi(t) = Q-FC
ϑ(t)
i (Xl[t]) (7)

Ki(n) = K-FC
ϑ(n)
i (Xl[n]) (8)

where
√
d is the scaling factor, and a measure matrix W

ϕ(e)
A ∈ R

d
k
× d

k is also
set for each edge type. Then, for each target node t,

∑
∀n∈N(t) A(t, e, n) =

1k can be derived by a softmax function Softmax(·).

3.3 Multi-layer Propagation

In view of the effectiveness of residual connections and layer normalization,
we can obtain the representation Xl+1[t] of the target node t at the (l + 1)th
layer by a combination operation as:

Xl+1[t] = MIN(Xl[t]) (9)



A Multi-source Information Graph-based a Web Service 2295

Xl+1[t] = LN(FFN(X̃l[t]) + X̃l[t]) (10)

X̃l[t] = LN

 ∑
∀n∈N(t)

A(t, e, n) ·M(t, e, n) + Xl[t]

 (11)

where MIN(·) is our developed MIN layer, LN(·) denotes the layer normal-
ization for stabilizing the training process. FFN(·) represents a two-layer
fully-connected feed-forward neural network module, as shown in Figure 2
on the right-hand side of a MIN layer.

Take node h as an example, FFN(·) can be represented as:

FFN(X[h]) = (σ(X[h]W1 + b1))W2 + b2 (12)

where W1 ∈ Rd×d, W2 ∈ Rd×d, b1 ∈ R1×d and b2 ∈ R1×d are the
trainable parameters of this module, and σ is the activation function.

Since incorporating high-order information can benefit the representation
learning of nodes in a graph, and in order to acquire the high-quality repre-
sentation XL[t] of the target node t, we can realize a multi-layer propagation
by stacking L MIN layers.

Through this design, the target node t can reach L-hop neighbors
and capture high-order multi-source information to learn a good-quality
representation.

3.4 Prediction and Optimization

For our formalized problem defined in Section 2.2, we now set the target node
t in the above content as either a user u, or a Web service s. Thus, we can
obtain their learned representation XL[u], or XL[s], respectively. Then, we
can calculate the possibility that user u will invoke Web service s by:

ŷus = Sigmoid(XL[u]W
ϕ(e)
P XL[s]T) (13)

where Wϕ(e)
P ∈ Rd×d is a trainable weight matrix for measuring the potential

recommendation relation between Web service s and user u. ŷus is the
predicted possibility derived by a sigmoid function Sigmoid(·).

Finally, we optimize the following cross-entropy loss to estimate the
parameters Θ of MGASR:

L = −
∑

(u,s)∈Ψ

(yuslog(ŷus) + (1− yus)log(1− ŷus)) + λ‖Θ‖2 (14)
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where yus is the ground truth, Ψ is the training set, and λ is the L2-
regularization parameter for reducing overfitting.

4 Experiments

In this section, we present our experiments conducted and analyze the
experimental results.

To evaluate our proposed MGASR framework, we designed and con-
ducted a series of experiments on three real-world Web service datasets.
We aimed to answer the following three research questions through the
experiments.
RQ1: How does our Web service recommendation framework MGASR
perform compared with the baselines?
RQ2: Does introducing multi-source information improve MGASR’s Web
service recommendation performance?
RQ3: How do the hyper-parameters (the embedding size, the number of
heads in type-aware multi-head attention, and the number of MIN layers)
of MGASR affect the Web service recommendation performance?

4.1 Datasets and Metrics

To evaluate the performance of MGASR, we conducted experiments on
three real-world Web service datasets: PGW,1 Amazon2 and Douban.3 The
statistics of these three Web service datasets are summarized in Table 1.

• PGW: A world-largest Web API management platform for publishing,
searching, and invoking RESTful Web services. We crawled the data
related to mashups and Web services, which includes Web service
invocation information and their category information.

• Amazon: A well-known e-commerce platform that allows users to rate
its product-based Web services. We crawled related information about
2747 Web services, which includes the categories views, and brands of
the Web services. In addition, we treated a rating greater than 3 as a Web
service invocation actually happening.

• Douban: A famous social platform that records user ratings and reviews
of book-based Web services. For 3000 Web services, we crawled

1https://www.programmableweb.com/
2https://www.amazon.cn/
3https://book.douban.com/
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Table 1 The statistics of datasets

Dataset Item Value

PGW

# Invocations 16,274

# Mashups 7,814

# Apis 1,720

# Mashup categories 422

# Api Ccategories 159

# Invocation sparsity 99.879%

Amazon

# Invocations 46,908

# Users 6,164

# Web services 2,747

# Web service categories 22

# Web service views 3,844

# Web service brands 332

# Invocation sparsity 99.723%

Douban

# Invocations 106,171

# Users 12,450

# Web services 3,000

# User locations 440

# Web service providers 1,479

# Web service production dates (year) 48

# Invocation sparsity 99.716%

the location information of the users who interacted with these Web
services, as well as the provider information and production date infor-
mation of the Web services. Similarly, we also viewed a rating greater
than 3 as a Web service invocation actually happening.

We adopted two widely used metrics called MRR (mean reciprocal rank)
and NDCG (normalized discounted cumulative gain) in our study, which are
defined as follows:

• MRR@K: It can compute the reciprocal rank of the true relevant items
predicted by a recommendation framework in the top-K ranking list.
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• NDCG@K: A measure of ranking quality, where positions are dis-
counted logarithmically. It assigns higher scores to the hits at a higher
position in the top-K ranking list.

We reported the results on these two metrics MRR@K and NDCG@K at
K = 5, 10, and 20 in our experiments, respectively.

4.2 Experimental Setup

Our MGASR framework was implemented in Pytorch.4 Unless otherwise
specified, all experiments were conducted with GPU acceleration.

For each dataset used, we randomly selected 70% of the Web service
invocations in a whole dataset as the training set, 10% as the validation
set, and the remaining 20% as the test set. We removed the mashups and
users that do not appear in the training set during the testing phase. The
learning rate was set as 1e−3, L2-regularization parameter λ was 1e−4, and
the dropout rate was 0.1. The Linear rectification function (ReLU) was used
as the activation function. For the embedding size, we tested it in the set
of {16, 32, 64, 128, 256}. For the number of heads in type-aware multi-head
attention, we tuned it in the set of {2, 4, 8, 16}. For the number of MIN layers,
we investigated it in the set of {1, 2, 3, 4}. We also optimized all the trainable
parameters of MGASR with an AdamW optimizer, by a batch size of 1024
for the PGW dataset, and 2048 for the Amazon and Douban datasets. For each
positive sample (u, s), five negative samples from unobserved invocation
history of user u were chosen to train along with it. We adopted an early
stopping strategy to stop the training process if NDCG@20 on the validation
set does not increase for 50 epochs. For each test case, our evaluation protocol
ranked the test Web service with all the Web services except the remaining
positive ones invoked by the user. We randomly initialized these methods and
ran each of them five times. Finally, we reported the average results.

4.3 Baselines

To verify the effectiveness of our MGASR, we compared it with the following
seven representative and competitive baseline methods.

• MF: [18] A widely used baseline that optimizes pairwise loss based on
the idea of bayesian personalized ranking and matrix factorization.

4https://pytorch.org/
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• DNN: [10] A neural CF method based on deep neural networks, which
can capture user-item collaborative signals.

• GCN: [9] A state-of-the-art recommender model based on graph con-
volutional networks (GCNs), which is simple yet powerful only by
neighborhood aggregation and multi-layer propagation.

• HGNN: [35] A heterogeneous graph neural network model which
jointly considers node heterogeneous contents encoding, type-based
neighbors aggregation, and heterogeneous types combination.

• HGAT: [25] A model constructed based on the attention mechanism for
heterogeneous graph, including node-level attention and semantic-level
attention.

• MHGNN: [7] A meta-path aggregated GNNs, which can perform inter-
meta path aggregation by attention to combine messages from multiple
meta-paths.

For the baseline methods HGNN, HGAT, and MHGNN, we borrowed
their main embedding approaches and carefully reconstructed them to tailor
to the Web service recommendation task.

4.4 Performance Comparison (RQ1)

To answer RQ1, we compared the Web service recommendation performance
of our MGASR with the aforementioned baselines. The performance compar-
ison results are presented in Table 2. In Table 2, the bold scores are the best
in the method group. Improv. represents that improvements over baselines are
statistically significant with p-value < 0.05. Note that the Improv. column is
the performance of MGASR relative to the best baseline method.

From the reported results in Table 2, three observations can be made:
First, we can find that the models based on deep neural networks per-

form better than those on MF, which can be explained by the excellent
representation capability of deep neural networks. In addition, the models
based on GNNs achieve the best performance. The reason may be their
powerful ability to handle graph-structured data, which empowers the effec-
tiveness of representation learning.

Second, since multi-source information contains more useful knowledge,
the models that leverage multi-source information outperform those that
do not. Effectively extracting and mining the meta-paths of multi-source
information has been proven to facilitate recommendation enhancement.

Third, our MGASR, which can automatically and efficiently recog-
nize valuable multi-source information within an entire complex system,
outperforms all baselines substantially on all MRR@K and NDCG@K
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metrics. The average improvement of our framework MGASR to the best
baseline is 1.63% and 2.61% for MRR and NDCG on the PGW dataset,
1.81% and 1.83% on the Amazon dataset, meanwhile, 1.94% and 1.84% on
the Douban dataset. Such a finding justifies the effectiveness of MGASR.

4.5 Ablation Study (RQ2)

To verify the effectiveness of the main components in MGASR and answer
RQ2, we compared the performance of our MGASR with its following three
variants on MRR@20 and NDCG@20. The experimental results are recorded
in Figure 3.

• MGASR-M: A variant of MGASR that only considers the single source
information (the users’ invocation of the Web service).

• MGASR-A: A variant of MGASR that utilizes uniform weights in the
designed type-aware multi-headed attention mechanism.

Table 2 Performance comparison of different methods

Dataset Metric MF DNN GCN HGNN HGAT MHGNN MGASR Improv.

PGW

MRR@5 0.1250 0.1952 0.2072 0.3456 0.3548 0.3613 0.3672 1.63%

MRR@10 0.1343 0.2052 0.2183 0.3671 0.3763 0.3844 0.3909 1.66%

MRR@20 0.1403 0.2106 0.2242 0.3847 0.3929 0.4031 0.4096 1.61%

NDCG@5 0.1391 0.2170 0.2361 0.2747 0.2811 0.2859 0.2934 2.62%

NDCG@10 0.1614 0.2408 0.2630 0.3014 0.3085 0.3113 0.3211 3.15%

NDCG@20 0.1827 0.2607 0.2844 0.3635 0.3704 0.3786 0.3864 2.06%

Amazon

MRR@5 0.0139 0.0165 0.0280 0.1826 0.1870 0.1910 0.1947 1.90%

MRR@10 0.0162 0.0190 0.0324 0.2486 0.2524 0.2601 0.2650 1.88%

MRR@20 0.0182 0.0207 0.0354 0.2559 0.2613 0.2685 0.2729 1.64%

NDCG@5 0.0120 0.0137 0.0272 0.2310 0.2369 0.2402 0.2449 1.96%

NDCG@10 0.0175 0.0180 0.0362 0.3397 0.3473 0.3552 0.3620 1.91%

NDCG@20 0.0218 0.0242 0.0452 0.3628 0.3699 0.3794 0.3855 1.61%

Douban

MRR@5 0.0565 0.0634 0.0825 0.1195 0.1229 0.1246 0.1275 2.33%

MRR@10 0.0621 0.0700 0.0901 0.1326 0.1354 0.1393 0.1418 1.79%

MRR@20 0.0663 0.0743 0.0946 0.1405 0.1433 0.1474 0.1499 1.70%

NDCG@5 0.0470 0.0442 0.0593 0.1549 0.1568 0.1617 0.1649 1.98%

NDCG@10 0.0569 0.0574 0.0733 0.1767 0.1816 0.1859 0.1893 1.83%

NDCG@20 0.0681 0.0693 0.0876 0.2129 0.2178 0.2235 0.2273 1.70%
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(a) PGW (b) Amazon (c) Douban

Figure 3 Ablation study of MGASR.

• MGASR-H: A variant of MGASR that deploys only one MIN layer to
realize the user and Web service representation learning.

Through careful observation and comparison of the content of Figure 3,
we can draw the following three findings.

First, by comparing the performance of MGASR-M with that of MGASR,
it illustrates that the use of multi-source information can better model users
and Web services, thus significantly boosting Web service recommendation.

Second, according to the performance of MGASR-A, it proves that dif-
ferent multi-source messages have different strengths. This is because their
diverse semantics can have inconsistent effects in different scenarios. Conse-
quently, it is also necessary to design an appropriate attention mechanism for
different types of information.

Third, the performance of MGASR-H demonstrates that incorporating
higher-order multi-source information can enhance Web service recommen-
dation.

4.6 Sensitivity Analysis (RQ3)

To understand how hyper-parameters influence the performance of MGASR
and to answer RQ3, we performed a sensitivity analysis on some main hyper-
parameters in MGASR.

Firstly, we experimented with different embedding sizes on the three Web
service datasets to check on their respective influences. Afterwards, we varied
the head number of the designed type-aware multi-head attention. Finally, we
tried to figure out whether MGASR can benefit from stacking multiple MIN
layers. Figures 4, 5, and 6 summarize the experimental results on MRR@20
and NDCG@20 over the three hyper-parameters, respectively.

For the embedding size, we can find a satisfactory performance on all
three Web service datasets when it is set to be 64. The MGASR performance
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(a) PGW (b) Amazon (c) Douban

Figure 4 Impact of the different embedding sizes.

(a) PGW (b) Amazon (c) Douban

Figure 5 Impact of the different number of heads in type-aware multi-head attention.

(a) PGW (b) Amazon (c) Douban

Figure 6 Impact of the different number of MIN layers.

variation curves illustrate that a suitable embedding size can be found experi-
mentally. Furthermore, we can infer that a smaller embedding size is difficult
to contain valid information, while a larger one may lead to an overfitting
dilemma.

When we carried out the designed type-aware multi-head attention mech-
anism, we examined the number of different attention heads. We found that
our MGASR achieves the best performance on the PGW, Amazon, and
Douban datasets when the number of heads was 8. Similarly, a smaller
number of heads would make MGASR struggle to express the advantages of
the multi-head attention mechanism, while a larger number would increase
the complexity of computation.
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We can see that, by increasing the number of MIN layers, the Web
service recommendation results on the PGW, Amazon, and Douban datasets
are improved in the beginning. However, after reaching their peak, their
performance begins to decline. The reason might be that deeper MIN layers
might introduce noise and lead to an over-smooth phenomenon. Specifically,
the best performance is achieved on the PGW dataset when the number of
MIN layers equals 2, and on both Amazon and Douban datasets when it is 3.

5 Related Work

In this section, we briefly review three lines of research closely related to ours,
namely Web service recommendation, GNNs for a heterogeneous system,
and GNNs/attention-based recommendation.

5.1 Web Service Recommendation

Most classical Web service recommendation models are mainly designed
based on semantic techniques or matrix factorization techniques [17, 34].
In recent years, deep learning techniques have made great progress in the
field of Web service recommendation. Among them, DLTSR [2] designs
a deep learning framework for recommending long-tail web services. QF-
RNN [27] employs MF with long short term memory (LSTM) model to
handle the time-aware Web service recommendation. HINGAN [31] proposes
a generative adversarial network-based Web service recommendation model
with rich side information for mashup creation. A-HSG [26] mines high-order
social similarity and difference by GNNs to produce accurate Web service
recommendations. coACN [33] focuses on learning the bilateral information
toward Web service recommendation with GNNs.

Despite great successes, how to model the Web service ecosystem
more concretely, and enhance Web service recommendation based on multi-
source data and state-of-the-art deep learning techniques deserve further
investigation.

5.2 GNNs for a Heterogeneous System

Recently, a number of efforts have aimed at extending GNNs to study
heterogeneous systems. RGCN [19] models relations by employing special-
ized transformation matrices for each type. HGNN [35] samples neighbors
through random walk and uses Bi-LSTMs to generate heterogeneous node
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embeddings. HGAT [25] can distinguish the different importance of neigh-
bors and multiple pre-defined meta-paths based on an attention mechanism.
MHGNN [7] considers the intermediate nodes and aggregates the intra-meta-
path and inter-meta-path information.

In contrast, our work dexterously exploits GNNs and an attention mech-
anism in a uniform and extensible manner, to efficiently and automatically
mine semantics-sensitive knowledge from multiplex sources in the Web
service ecosystem.

5.3 GNNs/Attention-based Recommendation

Lately, GNNs have been proved to have superior performance in processing
graph-structured data. For the field of recommender systems, NGCF [24]
learns the representations on a user-item bipartite graph, while display-
ing the collaborative filtering signals. LightGCN [9] utilizes neighborhood
aggregation and multi-layer propagation to learn the representation of users
and items. GraphRec [2] applies GNNs on both a user–user graph and
user–item graph to tackle the social recommendation problem. KGAT [23]
combines GNNs with an attention mechanism on a collaborative knowledge
graph. SASRec [13] applies a self-attention-based encoder to learn item
importance in sequences, which can characterize complex transition correla-
tions. Further, BERT4Rec [21] proposes a bidirectional self-attention-based
layer.

In particular, our MGASR is focused on the Web service recommendation
task in a multi-source information scenario of the Web service ecosystem
with our devised MIN layer based on GNNs and attention mechanism.

6 Conclusions

In this paper, we have presented a deep learning-powered Web service rec-
ommendation framework MGASR based on GNNs and amulti-head attention
mechanism for a Web service ecosystem comprising multi-source informa-
tion. MGASR can automatically and efficiently extract valuable multi-source
information in a unified and flexible manner to realize more accurate Web
service representation and recommendation. Through extensive experiments,
MGASR has been confirmed to attain better performance compared to the
baselines. For our future work, we plan to generalize MGASR to the large-
scale Web service datasets. We also plan to introduce the chronological order
information about Web service invocation to make MGASR time-aware.
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