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Web Service Recommendation With Reconstructed
Profile From Mashup Descriptions

Yang Zhong, Yushun Fan, Wei Tan, Senior Member, IEEE, and Jia Zhang, Senior Member, IEEE

Abstract— Web services are self-contained software compo-
nents that support business process automation over the Internet,
and mashup is a popular technique that creates value-added
service compositions to fulfill complicated business requirements.
For mashup developers, looking for desired component services
from a sea of service candidates is often challenging. Therefore,
web service recommendation has become a highly demanding
technique. Traditional approaches, however, mostly rely on static
and potentially subjectively described texts offered by service
providers. In this paper, we propose a novel way of dynami-
cally reconstructing objective service profiles based on mashup
descriptions, which carry historical information of how services
are used in mashups. Our key idea is to leverage mashup
descriptions and structures to discover important word features
of services and bridge the vocabulary gap between mashup
developers and service providers. Specifically, we jointly model
mashup descriptions and component service using author topic
model in order to reconstruct service profiles. Exploiting word
features derived from the reconstructed service profiles, a new
service recommendation algorithm is developed. Experiments
over a real-world data set from ProgrammableWeb.com demon-
strate that our proposed service recommendation algorithm is
effective and outperforms the state-of-the-art methods.

Note to Practitioners—Service recommendation accuracy for
mashup creation is often limited due to poor quality of service
descriptions. Mashup descriptions contain valuable information
about functions and features of its component services, which
can be leveraged to enhance descriptive quality of original
service profiles. Based on the assumption, this paper proposes a
novel two-phase service recommendation framework to facilitate
mashup creation. Specifically, our approach reconstructs service
profiles by extracting appropriate words from historical mashup
descriptions. Then, a novel service recommendation algorithm
is developed by exploiting popularity and relevance measures
hidden in the reconstructed profiles. Moreover, we propose the
rules of dominant words discovery and employ it to further refine
our algorithm.

Manuscript received March 3, 2016; revised July 17, 2016 and
October 20, 2016; accepted October 29, 2016. Date of publication
December 1, 2016; date of current version April 5, 2018. This paper
was recommended for publication by Associate Editor J. Civera and
Editor M. P. Fanti upon evaluation of the reviewers’ comments. This work was
supported in part by the National Natural Science Foundation of China under
Grant 61673230, in part by the National Science and Technology Support
Program of China under Grant 2012BAF15G01, and in part by the National
High Tech Research and Development Program under Grant 2012AA02A613.
(Corresponding author: Yushun Fan.)

Y. Zhong and Y. Fan are with the Department of Automation, Tsinghua
University, Beijing 100084, China (e-mail: zhongy12@mails.tsinghua.edu.cn;
fanyus@mail.tsinghua.edu.cn).

W. Tan is with the IBM Thomas J. Watson Research Center, Yorktown
Heights, NY 10598 USA (e-mail: wtan@us.ibm.com).

J. Zhang is with the Department of Electrical and Computer Engi-
neering, Carnegie Mellon University, Pittsburgh, PA 15213 USA (e-mail:
jia.zhang@sv.cmu.edu).

Color versions of one or more of the figures in this paper are available
online at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/TASE.2016.2624310

Index Terms— Author topic model (ATM), mashup creation,
mashup descriptions, service recommendation.

I. INTRODUCTION

SERVICES computing enables a computing paradigm to
allow service providers to publish various resources as

web services (nowadays usually in the form of Web APIs)
over the Internet [1]. With the popularity of Web 2.0 and
related technologies, the number of web services has been
growing rapidly [2], [3]. To fulfill comprehensive business
goals, mashup has emerged as a popular technique to create
value-added composite services by combining multiple indi-
vidual services as components [4]. The popularity of mashup
has driven the development of several service repositories
(i.e., mashup platform) [5] in recent years, which continuously
collect web services and mashups. Representative examples
include ProgrammableWeb.com1 from Bell Lab (oriented to
generic services) and myexperiment.org2 from the universities
of Southampton, Manchester, and Oxford in the U.K. (oriented
to scientific services). The rapid growth in the number of
available services, however, has laid an obstacle in front of
an inexperienced mashup developer, who has to spend a great
amount of time to search for desired candidate service com-
ponents [33]. Therefore, service recommendation has become
critical to facilitate developers in finding suitable services.
Without causing confusion, we will use (mashup) developer
and (service) user interchangeably in this paper.

Service recommendation has become a demanding research
topic in recent years. Specifically, based on a mashup descrip-
tion given by a user, a desired recommendation algorithm
would come up with a ranked list of services, where higher
ranked services are more likely to meet the user’s need
for mashup creation. Existing approaches mainly depend
on static service descriptions offered by service providers,
usually in the format of Web service description language
(WSDL) documents, tags, and content descriptions. However,
if a service description is poorly described or subjective to
service provider’s understanding, these approaches may fail to
rank the service properly even though the service is relevant
to the query. Furthermore, service descriptions are offered
by service providers, while queries are made by mashup
developers. Thus, there may exist a vocabulary gap between
them.

To overcome these limitations, we propose to reconstruct
service profiles from existing mashup descriptions, in other
words, from how services have been consumed by users.

1http://www.programmableweb.com
2http://www.myExperiment.org
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Our rationale is that service usage history carries meaningful
information about services in mashup developers’ vocabulary.
Such constructed service profiles will be more objective based
on user experiences. In addition, the occurrences of services
as components in multiple mashups reflect their popularities,
which provide valuable extra sources to enhance descriptive
quality of service profiles. Furthermore, as time goes by
with more mashups become available, service profiles can be
enriched and become more accurate and objective.

Based on the three intuitions, we propose a novel way of
applying the author topic model (ATM) [18] to generate new
representation for each service from mashup descriptions and
structures. Our key idea is to model component services as
authors and mashup descriptions as documents. By learning
the model, we can extract the co-occurrence of services and
words in mashups, and thus gradually build comprehensive
service profiles.

In addition, we believe the co-occurrence of services and
words in mashups reveals both of their relevance and popu-
larity from a user’s perspective. First, more popular services
get higher exposure to their descriptive words and vice versa.
In addition, the more relevant a word is with respect to a
service, the word is more likely to co-occur with the service
in the same mashup. Based on such two assumptions, we
further develop a novel service recommendation algorithm by
identifying and emphasizing word features in the reconstructed
service profiles.

The main contributions of this paper are summarized
in three-fold as follows.

1) We propose a novel way of generating a new repre-
sentation for services by leveraging mashup descrip-
tions and structures. To the best of our knowledge,
this is the first effort in the services computing area
to automatically and systematically refine and enrich
service profiles from mashup descriptions to facilitate
service recommendation. We employ ATM to jointly
model mashup descriptions and component services. The
model captures the co-occurrence of service and word
in mashups so that the reconstructed service profiles
bridge the vocabulary gap between service providers and
mashup developers.

2) We develop a service recommendation algorithm based
on the reconstructed profiles. A novel term weighting
method is further incorporated to enhance the algorithm
by deriving and exploiting word features contained in
the reconstructed profiles.

3) Comprehensive experiments on a real-world data
set from ProgrammableWeb.com demonstrate that
our proposed algorithm significantly outperforms the
state-of-the-art methods by various evaluation metrics.

The remainder of this paper is organized as follows.
Section II summarizes the related work. Section III introduces
necessary definitions to describe an evolving service repository
and then formulates the service recommendation problem.
Section IV presents the probabilistic generative model for
mashup creation to reconstruct service profiles. Section V
proposes the novel service recommendation algorithm.
Section VI reports the experimental results, and Section VII
concludes this paper.

II. RELATED WORK

Service recommendation is one of the key problems in
the field of services computing. In this section, we discuss
some prior works related to this paper divided into three
categories: semantic-aware recommendation, QoS-aware rec-
ommendation, and network-aware recommendation.

A. Semantic-Aware Recommendation

Early works on semantic-aware service recommendation
focused on the application of techniques from information
retrieval, such as TF/IDF and vector space model (VSM),
on the WSDL documents of services [6], [34]. They repre-
sented both user query and services as vector of words and
calculated relevance scores using Cosine similarity between
corresponding vectors. However, these methods require exact
matching between queries and services, which is responsible
for their unsatisfactory performance in practice. Reference [23]
represented user’s preferences by keywords and proposed a
user-based collaborative filtering (CF) algorithm for service
recommendation. However, its performance depends on the
quality of domain thesaurus, which usually calls for great
human effort.

To address the challenge, [7] proposed a probabilis-
tic approach for service discovery based on latent dirich-
let allocation (LDA), which introduced latent topics as a
bridge between services and words extracted from corre-
sponding WSDL documents. Relevance scores of services
against user query are calculated based on query likelihood.
Recently, [8] further proposed a user tagging augmented
LDA (TA-LDA) model for service clustering and discovery,
which integrated both the WSDL documents of services and
tagging data. However, the prevalence of RESTful services
makes it difficult to obtain WSDL documents of services.
Moreover, due to business interest and other issues, service
providers are unwilling to offer WSDL documents [9]. So, in
this paper, we employ unstructured description data of services
and mashups as sources of content rather than structured
WSDL documents.

Another group of researchers focused on logic-based
approaches. Reference [10] employed OWL-S to describe
services and proposed an ontology-based method for service
discovery. A hybrid discovery approach, which combines logic
and content similarity, is also proposed in [26]. However,
construction of ontology often involves a huge amount of
human effort and is trapped in high computational complexity,
which makes it intractable over large service candidates.
Reference [36] presented a unified framework to facilitate and
accelerate mashup development. Our recommendation algo-
rithm can be integrated into the framework to help developers
discover interesting component services for further develop-
ment and deployment.

B. QoS-Aware Recommendation

A number of research work centered on nonfunctional
properties of services (QoS) [11]. QoS-aware service recom-
mendation aims to help users find services that can meet
their QoS requirements among a list of functionally equivalent
service candidates.
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Collaborative filtering, which is based on the assumption
that similar users tend to consume similar items, has been
introduced for QoS prediction recently [12], [35]. Reference
[27] employed temporal information to refine the similarity
measurement in neighborhood-based CF. Location information
is also incorporated to cluster services and users, and person-
alized recommendation is conducted based on the clustering
results [25]. Reference [24] proposed a hidden Markov model-
based approach to help users locate services with the optimal
response time for their requests.

The aforementioned methods focused on individual ser-
vices, while other methods concentrated at composition level.
Reference [28] employed Monto Carlo simulations to predict
the probability distributions of a WS-BPEL service orchestra-
tion. Reference [29] used partial selection technique to find the
optimal service composition defined by an abstract workflow.

However, QoS information is not always available. There-
fore, instead of using QoS attributes, we leverage objective
description data about services and mashups to support service
recommendation.

C. Network-Aware Recommendation

Another group of researchers proposed to exploit network
analysis for service recommendation. In [13], service usage
patterns of an evolving service repository, myExperiment, are
studied and a recommendation algorithm is proposed based
on service correlations in the network [14]. Wang et al. [32]
investigated user behavior patterns in a service repository by
analyzing user-API and user-tag network. The static structure
and dynamic evolution of another popular service repository,
ProgrammableWeb, is studied in [30] by means of network
analysis. Furthermore, [15] presented a service recommen-
dation approach based on link prediction in a dynamic ser-
vice co-occurrence network. A recent work [16] employed
association mining techniques over service network to under-
stand positive and negative collaboration patterns among
services.

However, these network-based methods do not take into
account users’ functional requirements, and therefore fail to
exploit content information for recommendation.

In this paper, we have proposed a novel way of reconstruct-
ing service profiles from mashup descriptions and structures,
which differentiates this paper from traditional methods based
on original provider-offered service profiles. The reconstructed
profiles from mashup descriptions have the following benefits
to improve the accuracy of service recommendation.

1) When searching a service, mashup developers may not
use the exact terms used by service providers. The
reconstructed profiles describe the functions and features
of services in mashup developers’ vocabulary, and thus
bridge the vocabulary gap between service providers and
mashup developers.

2) The original provider-offered service profiles are some-
times poorly described, and even may be unavailable
under certain circumstances. However, the reconstructed
profile of a service is collectively described by mashups
calling it, which guarantees its descriptive quality.

Fig. 1. Overview of the proposed service recommendation framework. The
generative model for mashups is trained on all historical mashups to generate
reconstructed service profiles, based on which recommendation algorithms are
developed to recommend services in response to user queries.

III. PROBLEM DEFINITION

In this section, we first present several definitions concern-
ing data schema of mashup and service in an evolving service
repository, and then formulate the problem considered in this
paper.

Definition 1 (Service): We denote S as the set of all services
in a service repository. Each service comprises a collection of
words offered by its provider as its original profile, which typ-
ically describes the functionality of the corresponding service.

Examples of original service profile in practice include
WSDL documents, tags, and content descriptions.

Definition 2 (Mashup): We denote M as the set of all
mashups in a service repository. Similarly, we associate a col-
lection of words for each mashup as its mashup descriptions.
component servicem represents the collection of component
services employed by mashup m.

Based on the above-mentioned definitions, we formulate the
problem of service recommendation for mashup creation as
follows.

Problem (Service Recommendation for Mashup Creation):
Based on the text descriptions of services and mashups, service
recommendation algorithms need to receive user query and
return a ranked list of services, where higher ranked services
are more likely to meet the user’s need for mashup creation.

Such service recommendation algorithms for mashup devel-
opers can be deployed in an online web service repository,
such as ProgrammableWeb.com. Based on the data, especially
textual content on mashups and services collected by the
service repository, our algorithm can conduct analysis and
build objective service profiles. Our recommendation method
can be added as a new feature at ProgrammableWeb.com,
showing users a ranked list of services when she inputs a
query in natural language.

To solve the problem, we propose a recommendation frame-
work as shown in Fig. 1. Mashups are first modeled by
ATM [18], where mashup descriptions are viewed as doc-
uments and component services as authors. The model is
trained with all historical mashups available in the service
repository to identify which word corresponds to which service
in a mashup. Words assigned with the same service in all
mashups constitute a reconstructed service profile. With the
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new representation of services, a recommendation algorithm is
designed based on co-occurrence count of service–word pairs
to calculate relevance scores of services against user queries.
Finally, services are ranked in a descending order of relevance
scores and returned to the requesting user.

IV. MODEL FRAMEWORK

In this section, we will discuss the probabilistic generative
model for mashups and subsequent parameters estimation for
service profile reconstruction (SPR).

A. Generative Model for Mashups

Original service profiles are provided by service providers,
and are mainly about their functions and features. However,
mashup developers may not exactly know what terms they
need to use when searching a service. For example, a service
may contain a phrase like “local restaurant recommendation”
that describes its function. If a user searches for “find nearby
food” that has no common words with the original profile, then
traditional algorithms will not rank the aforementioned service
high even though the two phrases are about the same function.
In such cases, the mashup descriptions may play a role to
bridge the vocabulary gap between service providers and
mashup developers. Assume that there is an existing mashup
that calls the aforementioned service and whose description
contains the phrase “locating food nearby,” the service may
be assigned with words such as “food” and “nearby” in its
reconstructed profile. In this way, the service can be discovered
by matching query terms with its reconstructed profile. More-
over, original service profiles are sometimes poorly described
and even may be unavailable under certain circumstances [9].
Therefore, we resort to mashup descriptions for new service
representations.

Mashup description is usually a mixture of descriptions of
its component services. Therefore, not all terms in a mashup
description are relevant to a specific component service. We
take an actual mashup Lunchbox from ProgrammableWeb.com
for example. The mashup employs Google Maps and Yelp as
component services and has description text as follows: “This
tool shows you restaurant ratings around your location. If
you want to go beyond your normal lunch places, this is a
great app.” As we can see, italic words describe the functional-
ity of Google Maps, while bold words refer to Yelp. Therefore,
we need to design a method to automatically identify relevant
terms for each component service from mashup descriptions.

We resort to ATM to accomplish this goal. In ATM, each
author is represented as a multinomial distribution over topics,
and each topic is modeled as a multinomial distribution over
words. The model represents each document as a mixture
of topics, where the mixture weights are determined by its
corresponding authors. We apply a similar idea to ATM, and
analyze the mashup creation process in a probabilistic manner.
Specifically, we assume that the mashup descriptions are
generated by its component services. Each service is modeled
by a mixture of topics, and each topic is represented by a
probability distribution over words.

Table I summarizes the notations used in this model. Word
tokens in descriptions of mashup m can be defined as a

TABLE I

NOTIONS USED IN THIS MODEL

Fig. 2. Graphical model of mashup creation process.

word vector wm = (wmi)
Nm
i=1. For brevity, we concatenate

all mashups’ word vectors to obtain a vector form of all
mashups’ descriptions W = (wm)

|M |
m=1. Vector form of service

assignment X and topic assignments Z can be defined in a
similar way.

The generative process of mashup creation can be described
as follows.

1) For each topic z = 1:T, draw φz ∼ Dirichlet (β).
2) For each service s in S, draw θs ∼ Dirichlet (α).
3) For each word wmi :

a) draw a service xmi uniformly from component
servicem ;

b) draw a topic zmi ∼ Multinomial (θxmi);
c) draw a word wmi ∼ Multinomial (φzmi).

The graphical model corresponding to this process is shown
in Fig. 2. x indicates the service responsible for a given word,
chosen from component servicem . Each service is associated
with a multinomial distribution over topics θ , chosen from a
Dirichlet prior α. The mixture weights of the chosen service
is used to select a topic z and a word is finally generated
according to the distribution over words specific to the chosen
topic, which is drawn from a Dirichlet prior β.
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Algorithm 1 : Gibbs Sampling
Input:
1) Hyper-parameters α and β
2) The set of mashups M
3) Iteration number N
4) Number of topics T
5) Mashup descriptions W
6) Component services CS
Output
1) Service by word count matrix RSP
Procedure
01. Initialize Z and X randomly
02. For iter = 1:N
03. For each word token wmi in W
04. Sample zmi and xmi according to

equation (1)
05. End
06. End
07. Initialize a |S| × |V | zero matrix RSP
08. For j = 1:|W |
09. RSP(X ( j), W ( j)) = RSP(X ( j), W ( j)) + 1
10. End

B. Model Learning

We complete the service profile reconstruction by solving
the generative model for mashups. There are four sets of
unknown variables in the model: 1) distribution over topics of
services θs ; 2) distribution over words of topics φz ; 3) topic
assignments Z ; and 4) service assignments X . A variety of
algorithms have been proposed to estimate parameters of topic
models. In this paper, we employ an approach analogous to
[19] to derive a Gibbs sampler for our model.

We sample the topic zmi and service xmi for word token
wmi according to the following equation:

P(zmi = j, xmi = k|wmi = l, Z¬i , X¬i , W¬i , CSm)

∝ c¬i
kj + α

∑
z

(
c¬i

kz + α
) × n¬i

j l + β
∑

v

(
n¬i

jv + β
) (1)

where ckz is the number of times that topic z has been
associated with service k, and njv is the number of times that
word v has been assigned to topic j . The superscript ¬ denotes
a quantity excluding the current instance.

After sampling a sufficient number of iterations, we can
get an estimation of the four sets of parameters. Traditional
topic models employ topic distributions for query likelihood
calculation. On the contrary, we omit the hidden topics and
directly reconstruct service profile by converting all service–
word pairs, i.e., W and X into a service by word count
matrix denoted by RSP. Entries in RSP, which is a |S| × |V |
matrix, represent the number of times some word (indicated
by column index) have been employed by users to describe
a particular service (indicated by row index) in all historical
mashup descriptions.

Note that services adopted by more mashups have a greater
chance to be exposed to words and vice versa. In addition,
the more relevant a word is with respect to a service, the

word is more likely to co-occur with the service in the same
mashup. Therefore, the matrix captures both the popularity
and relevance through the count number. The details of Gibbs
sampling is summarized in Algorithm 1.

V. RECOMMENDATION ALGORITHM

In this section, we introduce our algorithms based on service
profile reconstruction.

A. Basic Version

Specifically, for each word in the vocabulary V , we define
a conditional probability distribution on the set of services S,
which can be instantiated as follows:

p(s|w) = RSP(s, w)
∑

k RSP(k, w)
. (2)

We can interpret p(s|w) as the probability that service s
will satisfy user’s need if she inputs a word w in her query.
A basic version of our algorithm calculates the relevance score
of service s with respect to query Q by the following equation:

r(s, Q) =
∑

w∈Q

p(s|w). (3)

Note that we accumulate the contribution of every word
in the query, rather than getting the product. Summing over
the words contributions is equivalent to calculating arith-
metic mean, which is more sensitive to extreme values com-
pared with geometric mean strategies (multiply all words’
contributions).

B. Dominant Words

Now, we present how to refine the basic algorithm by
incorporating dominant words, which will be introduced in
this section.

In the basic algorithm, we calculate the relevance score
through (3), where words occurred in the query are equally
weighted. However, we discover from RSP that a particular
service may account for a large portion of co-occurrences with
a given word. In other words, p(s|w) is close to 1 for some
service–word pair (s,w) in the reconstructed profile, which
means that the occurrence of word w in user query nearly
indicates the adoption of service s by the user. Naturally,
words with this property should have more weight in rele-
vance calculation. We name such words as dominant words
to emphasize their important role in identifying desirable
component services from user query.

In this paper, we propose two simple but effective rules to
discover such dominant words based on (2).

1) p(s|w) ≥ g, where g is a constant between 0 and 1.
2) RS P(s, w) ≥ h, where h is a constant positive integer.
The first rule comes from the essential nature of dominant

words. Since the numerator of p(s|w) is RSP(s,w), the second
rule requires that service-word pair should have co-occurred
for at least a certain number of times to support the high
confidence of p(s|w).

To exploit dominant words for better recommendation, we
propose to assign them overwhelming weight in calculating
relevance scores such that services with dominant word can be
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placed ahead of others without dominant word. Our algorithm
accomplish this goal simply by adding the length of user query
to p(s|w) when calculating relevance scores by (3) if w is
a dominant word and s is the identified service. We prove
the following theorem to demonstrate why this adjustment is
effective.

Theorem: For any two services s1 and s2, where s1 has at
least one dominant word w in user query Q of length L, while
s2 has none, if a constant C is added to the relevance scores
of s1 calculated by (3) to guarantee r(s1, Q) + C ≥ r(s2, Q),
then C should satisfy the following condition: C ≥ L − g.

Proof: It is obvious that r(s2, Q) ≤ L, since p(s|q) ≤ 1
for every word q in Q. Moreover, r(s2, Q) can reach L when
p(s2|q) = 1 and RSP(s2,q) < h for every word q in Q.
Therefore, C should guarantee r(s1, Q) + C ≥ L, leading to
C ≥ L − r(s1, Q). For any service s1, r(s1, Q) ≥ p(s1, w) ≥
g, which can be simply derived from (3) and the definition
of dominant word. Since C is shared by all services with
dominant word, C should satisfy the following condition:
C ≥ maxs1(L − r(s1, Q)) = L − g.

The theorem ensures that any constant greater than L − g
can satisfy our need. Since g is greater than 0, we simply
set C to be L. Finally, the proposed algorithm is summarized
in Algorithm 2.

The proposed algorithm can be divided into two stages:
offline (Lines 01–09) and online (Lines 10–22). The offline
part only needs to be conducted when more mashups are
collected by the service repository. On the other hand, the
online part performs every time when receiving a user query
for mashup creation. Line 01 is the implementation of SPR
based on ATM; Lines 02–09 describe the generation of dom-
inant words from RSP; Lines 10–18 evaluate the relevance of
services against online user query; Line 19 generates a ranked
list of services for the user by sorting all services in descending
order of the calculated relevance scores.

C. Computational Complexity

This section discusses the upper bound on the computational
complexity of SPR. In the following discussion, we assume
that the online query has a number of P word tokens on
average.

The complexity of Gibbs sampling (Line 01) to estimate
the generative model for mashups is bounded by O(NT |W |).
From (2), we know the complexity of dominant words
discovery (Lines 02–09) is O(|S||V |). Therefore, the over-
all complexity of the offline part is O{(|S| + NT)|W |},
since |V | is always less or equal to |W |. Similarly,
the complexity of calculating relevance scores of services
(Lines 10–18) is bounded by O(P|S|), and the ranking of
services (Line 19) is O(|S| log |S|). Therefore, the overall
complexity of the online part is O{(P + |S|) log |S|}.

From the previous discussion, we have demonstrated that
our recommendation algorithms have polynomial complexity,
and thus are computationally feasible in practice (both offline
and online) to support real-time query.

Algorithm 2 : SPR
Input:
1) S: The set of all services
2) M: The set of all mashups
3) V : The set of unique words
4) component service: Vector form of all mashups’ com-
ponent services
5) W : Vector form of all mashups’ mashup descriptions
6) T : Number of topics in ATM
7) N : Number of iterations in Gibbs sampling
8) α and β: Hyper-parameters in ATM
9) g and h: Thresholds for dominant words generation
10) Q: User query
Output:
1) LS: Ranked list of services
Procedure:
01. RS P = GibbsSampling(α, β, N, T, M, W, C S)
02. For each word w in V
03. For each service s in S
04. Calculate p(s|w) by equation (2)
05. If p(s|w) ≥ g and RSP(s, w) ≥ h
06. Add (s,w) to DW
07. End
08. End
09. End
10. L = length(Q)
11. For each service s in S
12. Calculate relevance score r (s, Q) by equation (3)
13. For each word w in Q
14. If (s,w) ∈ DW
15. r(s, Q) = r(s, Q) + L
16. End
17. End
18. End
19. Return LS = sort (S, r (s,Q), ’descend’)

VI. EXPERIMENTS

In this section, we evaluate the proposed methods on a
real-world data set crawled from the ProgrammableWeb.com.
A collection of experiments were conducted to compare
the state-of-the-art methods with our approaches for service
recommendation.

A. Experimental Setup

1) Data Set Construction: We extracted the metadata of ser-
vices and mashups from ProgrammableWeb.com, the largest
online repository of web services and mashups [30]. The
data used in our experiments spans from September 2005
to July 2013. Each service contains metadata such as name,
tags, and descriptions. Every mashup contains the information,
such as name, tags, creation date, descriptions, and a list of
component services.

For each mashup in the data set, there is an unstructured
description consisting of a bag of words that describe its
functionality and features. Before the descriptions can be
used in our experiments, we have to apply several natural
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TABLE II

BASIC PROPERTIES OF PROGRAMMABLE WEB DATA SET

language preprocessing techniques to the data. In this paper,
we extended the preprocessing method similar in [31] to the
raw texts to extract meaningful words as follows.

1) Words Extraction: First of all, we tokenize the text data
according to the separator.

2) Pruning: The second task is to discard words that are
not meaningful for recognizing the service. Examples
include some articles, such as a, an, the; some preposi-
tions, such as in, on, with, by, for, at, about, from, and
so on; some adverbs, such as where, when, quite, and
so on.

3) Suffix Striping: Third, suffix stripping is performed to
get stem words. For example, map, mapping, maps, and
mappings will be replaced with the same stem map.

4) Error Correction: Special characters not identified by
natural language processing tools are recovered. Mean-
ingful words, such as EC2 and S3, are added back, which
are usually filtered by natural language processing tools,
since they are not standard words.

5) Text Augmentation: Since the name and tags of a
mashup may contain meaningful words to complement
its description data, we enhance the semantics of mashup
description by including its name and tags. For example,
a mashup named “Tweets and Diggs” has word “tweet,”
which can substantially improve the descriptive quality
of its description that originally does not contain it.

Similar actions are performed on the descriptions of ser-
vices, and the processed description of a service can be viewed
as original profile offered by its provider. Table II summarizes
the basic properties of our data set.

To examine the performance of the proposed approach, we
divided the whole data set into two parts at four different time
points, and thus get four test cases denoted from D1 to D4.
As shown in Fig. 3, we use the historic data (data before the
dividing point in the timeline) for training and the rest part
for validation. For each mashup appeared in the testing data
set, we use its descriptions as user query and its component
services as the ground truth.

2) Evaluation Metric: Following previous works [20], [22],
we evaluate the recommendation performance of different
methods with two metrics, namely mean average preci-
sion (MAP), and recall (Rec@K).

MAP is a widely used evaluation metric in recommender
systems. In this paper, it measures how well an approach can
rank adopted services higher in the recommendation list. The
equation for calculating average MAP is presented as follows:

MAP = 1

|CSm |
∑

s∈CSm

top(s, m)

rank(s, m)
(4)

rank(s,m) is the ranking position of service s in the recom-
mended list of services for a testing mashup m, and top(s,m)

Fig. 3. Generation of training and testing data sets.

is the number of component services of mashup m, which
appear in the Top-K result of the ranked list, where K is equal
to rank(s,m).

MAP is a real number between 0 and 1. Methods with
higher MAP present a better recommendation performance
than those with lower MAP.

Another commonly used metric Rec@K is the fraction
of adopted services that are contained in the Top-K recom-
mendations. Equations for calculating Rec@K are presented
as follows:

Rec@K = |Top − K (m) ∩ CSm |
|CSm | (5)

where Top-K(m) is the Top-K recommended services for
mashup m. Since the average number of component services
per mashup is close to two according to Table II, and K is
fixed at five in our experiments.

3) Comparison Methods: We compare the following meth-
ods with our approach (SPR and its basic version Service
Profile Reconstruction-BAsic version) for service recommen-
dation.

a) Vector space model: It represents each service as a
feature vector of words ws based on corresponding original
profile offered by its provider [6]. User query Q is also
modeled as a vector of words wq and Cosine similarity is
adopted to score the relevance between service and user query

Sim_vsm(s, Q) = ws · wq

‖ws‖‖wq‖ . (6)

b) Latent Dirichlet allocation: It employs LDA to model
the generation of service descriptions with latent topics as a
bridge between services and words [7]. With a model learned,
we can leverage the estimated parameters, topic distribution
of services p(k|s), and word distribution of topics p(w|k), to
calculate the relevance score of services against user query Q
as follows:

Sim_LDA(s, Q) =
∏

w∈Q

∑

k

p(w|k)p(k|s). (7)

c) Tagging augmented LDA: It incorporates tags into
the LDA framework introduced previously. The relevance
calculation is almost identical to LDA with a minor difference
that the topic distribution of a service is obtained by averaging
over topic distribution of its included tags [8].
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d) Service usage frequency (SUF): It recommends ser-
vices in descending order of service usage frequency regard-
less of mashup descriptions.

e) Collaborative filtering: It leverages service composi-
tions of past mashups to make recommendation. The basic
idea is that if the query mashup mq has the same or similar
functionality as some mashup m, then mq is likely to employ
the same component services as m. CF recommends services
for user query Q using the following equation:

Sim_c f (s, Q) =
∑

m∈M

r(m, Q)I (s, m) (8)

where r (m,Q) is the similarity between historical mashup m
and the user query Q. Similar to [21], we model the mashup
descriptions by the LDA and calculate the similarity as the
likelihood of generating the current user query according to
the estimated parameters specific to mashup m. The indicator
function I (s,m) is 1 if the service s belongs to CSm and
0 otherwise.

All baselines are evaluated under the optimal settings.
Next, we set up the parameters of SPR and SPR-BA. For
hyperparameters in the ATM, we empirically set α = 50/T and
β = 0.01. The number of topics is set to 50 and the number
of iterations in Gibbs sampling is set to 100. For threshold
parameters in dominant words of SPR, we set g = 0.5 and
h = 1 empirically by experiments, which will be explained in
Section VI-B. All experiments were conducted on a Core 2
Duo 3.00-GHz machine with 4-GB RAM.

B. Quantitative Analysis

1) Recommendation Performance: Table III lists the com-
parison of performance of service recommendation for mashup
creation using various methods on four test cases.

The methods leveraging mashup descriptions (CF and our
proposed methods) perform much better than those depending
on original service profiles (VSM, LDA, and TA-LDA) and
SUF. The reason for the performance gap is that mashup
descriptions can bridge the vocabulary gap between mashup
developers and service providers. Moreover, our proposed
algorithm SPR and its basic version clearly outperform the
CF. The reason is twofold. On one hand, our proposed
algorithms derive word features based on co-occurrence of
service and word in mashup descriptions, which integrates
both popularity and relevance measures. On the other hand,
SPR and SPR-BA employ the weighted average mean strategy
to aggregate the contribution of individual words in user query,
which is more sensitive to extreme feature values. Finally, the
proposed algorithm SPR obtains significant improvement over
its basic version SPR-BA by discovering dominant words, and
emphasizing them in relevance evaluation, which demonstrates
the effectiveness of dominant words.

2) Impact of T: In this section, we examine how parameters
influence the recommendation performance of the proposed
methods. With prior knowledge that there are about 40 service
domains in ProgrammableWeb.com, we display in Fig. 4 the
MAP of SPR and SPR-BA on D1 with T varied from 10 to 70
with a step length of 10. All the other parameters are fixed as
before.

TABLE III

RECOMMENDATION PERFORMANCE BY DIFFERENT METHODS

Fig. 4. MAP of the proposed methods with the number of topics varied.

Taking SPR for example, we can see that although the
performance changes with T varied, the largest difference is
less than 0.02. This demonstrates that the SPR is not sensitive
to the number of topics. Similar conclusion can be drawn for
the SPR-BA.

Since the computational complexity of both the SPR and the
SPR-BA are linear with T , T should be as small as possible
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Fig. 5. MAP of the proposed methods with a number of iterations in Gibbs
sampling varied.

Fig. 6. MAP of SPR on D1 with g = 0.5 and h varied.

to save computation cost. We can observe that the MAP is
the highest when T is equal to 50 and changes a little with
T increased. So, we choose T to be 50 in our experimental
settings.

3) Impact of N: In this section, we examine the effect of the
number of Gibbs sampling iterations N on recommendation
performance of our proposed methods.

Fig. 5 shows the MAP of the SPR and the SPR-BA on D1
with N varied. We can see that both the algorithms can get
good performance in just 100 iterations and their MAP become
stable with N increased. This suggests that our algorithms are
efficient, and have a good convergence property.

4) Impact of g and h: In this section, we examine the effect
of the constants g and h on recommendation performance
of the SPR. According to the definition of dominant word,
g should be large enough to ensure that the word is dominant.
So, we first fix g at a typical level 0.5, and study the effect
of h on the performance of the SPR.

Fig. 6 shows the MAP of the SPR on D1 with g = 0.5 and
h varied from 1 to 30 with a step value of 5. The MAP of
the SPR decreases as h increases, and becomes stable when
h is up to 20. The explanation is that increase in h narrows
the range of dominant words. As h becomes sufficiently large,

Fig. 7. MAP of SPR on D1 with h = 1 and g varied.

there will be no dominant words and the SPR is reduced to
SPR-BA. Therefore, h should be as small as possible, and
we fix h at 1 to further investigate the effect of g on the
performance of SPR.

Fig. 7 shows the MAP of SPR on D1 with g varied from
0.3 to 0.9 with a step value of 0.1 and h fixed at 1. The MAP
of SPR improves as g increases from 0.3 and reach a peak at
g = 0.5, then declines as g goes beyond 0.5. The reason for the
trend is twofolds. As g increases from 0.3 to 0.5, some false
dominant words are filtered out, while true dominant words
are still preserved. When g further increases beyond 0.5, the
SPR drops more and more true dominant words, which leads
to its decline in the MAP. Therefore, we set g at 0.5 in this
experiment.

C. Qualitative Analysis

1) Service Profile Comparison: To further explore the rea-
son why the SPR and the SPR-BA outperform those baselines,
we compare the original service profile offered by service
providers with reconstructed service profiles from mashup
descriptions.

Take Google Maps for example, we list the Top-10 frequent
words of both original and reconstructed profile along with
their occurrence times in Table IV. The original profile comes
from service descriptions, while the reconstructed profile is
obtained from service by word matrix the RSP, the output of
Algorithm 1 applied to data set D4 with the same parameter
settings as before.

As we can see from Table IV, the reconstructed service
profile is significantly different from the original one. Only two
words, map and google, of the Top-10 words in the original
profile remain in the list of the reconstructed service profile.
Moreover, the occurrence times of words in the reconstructed
profile have increased a lot compared with the static descrip-
tions offered by its provider, since Google Map is the most
popular web service in the Programmable.com. According to
the generative model for mashup creation, Google Maps is
employed by many mashups, so it has a much greater chance
to be assigned to different words in mashup descriptions.
Therefore, the occurrence times can be used as an integrated
measure of popularity and relevance. Furthermore, words, such
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TABLE IV

SERVICE PROFILE COMPARISON

TABLE V

DOMINANT WORDS GENERATION

as location and show, presented in the reconstructed profile are
not contained in the original one, which reflects the vocabulary
gap between mashup developers and service providers. With
the same user query, all these features of the reconstructed
service profiles contribute to a more comprehensive relevance
score, and thus better recommendation performance.

2) Dominant Words Generation: In this section, we inves-
tigate dominant words generated by the SPR on D4, where
the parameters are set as before. We list part of the dominant
words with their identified services in Table V.

As we can observe from Table V, the majority of dominant
words can be divided into three categories. The first one is
the service’s name, which is the most representative word of
a service. Examples include Flickr, Facebook, Last.fm, and so
on. The second category can be named as the featured word
of services. Words in this category are usually peculiar to a
particular service. Therefore, the occurrence of these words in
user query can be a decisive signal to adopt the corresponding
services. Taking Digg for example, one of its dominant word,
bury, is the name of a button by which users of Digg express
their voting to pages. The last category contains words used
to describe the core function provided by the service. For
example, call in Twilio, auction in eBay, and storage in
Amazon S3 fall into this category. These words demonstrate
the popularity of their corresponding identified services.

By analyzing the results of dominant words generation from
the SPR, we can conclude that it is meaningful to emphasize
dominant words in relevance evaluation.

VII. CONCLUSION

In this paper, we have presented a novel way of generating
comprehensive profiles for services based on service usage
history to bridge the vocabulary gap between mashup devel-
opers and service providers. Specifically, we leverage the ATM
to capture co-occurrence of service and word in mashups,
based on which service profiles are reconstructed, refined,
and enriched dynamically. Furthermore, we have developed
a service recommendation algorithm by deriving and exploit-
ing word features hidden in the reconstructed profiles. The
experimental results on a real-world data set demonstrate the
effectiveness of the proposed methods.

For the future work, we plan to incorporate users explicitly
into our model to generate user profiles to support personalized
service recommendation.
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