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Abstract—Service composition remains an important topic where recommendation is widely recognized as a core mechanism.

Existing works on service recommendation typically examine either association rules from mashup-service usage records, or latent

topics from service descriptions. This paper moves one step further, by studying latent topic models over service collaboration history. A

concept of service co-occurrence topic is coined, equipped with a mechanism developed to construct service co-occurrence

documents. The key idea is to treat each service as a document and its co-occurring services as the bag of words in that document.

Four gauges are constructed to measure self-co-occurrence of a specific service. A theoretical approach, Service Co-occurrence LDA

(SeCo-LDA), is developed to extract latent service co-occurrence topics, including representative services and words, temporal

strength, and services’ impact on topics. Such derived knowledge of topics will help to reveal the trend of service composition,

understand collaboration behaviors among services and lead to better service recommendation. To verify the effectiveness and

efficiency of our approach, experiments on a real-world data set were conducted. Compared with methods of Apriori, content matching

based on service description, and LDA using mashup-service usage records, our experiments show that SeCo-LDA can recommend

service composition more effectively, i.e., 5% better in terms of Mean Average Precision than baselines.

Index Terms—Topic model, service co-occurrence LDA, automatic service composition, service composition recommendation
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1 INTRODUCTION

WITH the wide adoption of Service-Oriented Architec-
ture (SOA) and Cloud Computing, the quantity of

published web services on the Internet has been rapidly
growing [1]. By reusing existing services (i.e., APIs), software
developers are able to create service compositions (i.e.,
mashups) quickly to meet complex functional needs and
offer additional commercial values [2]. However, the over-
whelming amount of services makes it a challenge for devel-
opers to understand the latent service composition patterns
or the current trend of mashup creation within certain
domains. They also find it difficult to manually select proper
service candidates to make compositions to meet specific
functional requirements. Such challenges call for new techni-
ques to help developers gain a better understanding of latent
composition patterns of services in a service ecosystem, and
to help select services intelligently and automatically.

In the research of automatic service composition, service
association learning and probabilistic generative modeling

are two commonly used techniques. On the one hand,
leveraging service usage records, many existing models [3],
[4], [5], [6], [7] are developed based on the Apriori algorithm
to mine frequent service patterns and instruct mashup crea-
tion. Although association rules can be mined, we can not
tell what the functionality of a specific rule (i.e., service
association pattern) is and what exactly the impact of each
containing service is. Furthermore, the popularity of these
patterns may change over time, while these conventional
approaches could not reveal such time-dependent property.
On the other hand, leveraging word descriptions of services
and mashups, recommendation with probabilistic genera-
tive models have become increasingly popular in recent
years [8], [9], revealing latent semantic functional topics.
However, one topic covers services of similar functionality,
and each topic is usually described with a distribution over
words. Thus, the identified topics could not reveal informa-
tion about the composition patterns between services.
Through these models, one can only compute the textual
similarity between services and topics, which cannot repre-
sent what we call services’ “impacts” on a topic.

Few researchers have considered using latent models such
as topic model to mine frequent patterns from service usage
records. In contrast to their focuses on identifying semantic or
functional topics [8], [9], in this paper, we coin a new concept
of “service co-occurrence topic” to reveal the latent patterns
about service composition. One service co-occurrence topic
contains services with complementary functionality, and
each topic is described with a distribution over services in a
service ecosystem, instead of distributions over words in
semantic functional topics. During the evolution of the service
ecosystem, service co-occurrence topics emerge gradually.
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Services composited by mashups repeatedly reveal latent
compositions patterns, and are more likely to belong to the
same service co-occurrence topic, whose characteristics
include representative services and words, temporal strength
and services’ impacts. For example, a service co-occurrence
topic about location-aware social network contains location-
aware APIs (e.g., Google Maps with impact factor 0.5) and
social network APIs (e.g., Facebook with impact factor 0.3), as
well as its description including words like location, social, net-
work and site. Such a service co-occurrence topic first appeared
in 2009 and became more popular around 2012. The more
popular a service co-occurrence topic is at a time, themore fre-
quently mashups composing corresponding services would
appear around that time period. Such knowledgewill provide
developers with an overall view of service composition pat-
terns in the service ecosystem. Information about the impact
of services over their composition will also help to recom-
mend servicesmore effectively.

To the best of our knowledge, no algorithm exists to mine
the latent service co-occurrence topics and their characteris-
tics. Based on our previous work [10], in this paper we pro-
pose a novel model “Service Co-occurrence LDA” (SeCo-
LDA) by extending conventional Latent Dirichlet Allocation
(LDA) to identify latent service composition patterns in
the service ecosystem. We create a term “service co-
occurrences” to address the sparsity problem caused by
directly using mashup-service usage records. In our model,
each service is treated as a document with its co-occurring
services as words, that is, we use co-occurring services to
describe a specific service. Basically, the service co-occur-
rences of a specific service consist of two parts: 1) co-occur-
rences with other services in the service ecosystem, and 2)
its self-co-occurrence. For the co-occurrences with other
services, for example, if service s1 has co-occurred with s2
once and with s3 twice among all the mashups, the first
part of s1’s service co-occurrence document would be
d1 other ¼ fs2; s3; s3g. For the self-co-occurrence, based on
our previous work [10], we establish four different gauges
to compute the d1 self in this paper: Zero Self-co-occurrence
(ZS), Self-co-occurrence based on Mashup Usage Records

(SMUR), Self-co-occurrence based on Service Co-occurrence
Pair Number (SSCPN), and Self-co-occurrence based on
Average Service Co-occurrence Pair Number (SASCPN).
Combining d1 other and d1 self we can get the service co-
occurrence document for s1 as d1 ¼ fd1 other; d1 selfg.

Our rationale is that the service co-occurrence informa-
tion is more objective than textual service description. Every
mashup in a service ecosystem created by mashup develop-
ers (i.e., service users) invokes APIs to fulfill specific
demands. Such usage scenarios are more convincing com-
paring to their textual definitions provided by service devel-
opers, which may suffer from problems like language
difference or improper description. We directly model the
generation of the co-occurring services to discover the latent
“service co-occurrence topics.” Afterwards, we calculate the
characteristics of the topics and make recommendation for
service composition. The overall framework of our
approach is shown in Fig. 1. The main contributions are
summarized as follows:

1) A concept of latent “service co-occurrence topic” is
created, along with a mechanism of constructing ser-
vice co-occurrence documents. Specially, we provide
four gauges to calculate the self-co-occurrence of a
specific service.

2) A novel method SeCo-LDA is developed to discover
service co-occurrence topics and their characteristics
(i.e., representative services and words, temporal
strength and impacts of services). Representative serv-
ices and words intuitively illustrate the functionality
of a topic. Temporal strength describes the evolution
of popularity of topics, which further reveals the
trend of service composition. Service impact reveals
the importance of services in a topic, shedding lights
on more accurate depiction of collaboration behav-
iors among services and ultimately leading to better
recommendation.

3) Potential application scenarios of SeCo-LDA are pro-
vided. Comprehensive experiments over real-world
data set from ProgrammableWeb show that SeCo-
LDA reaches a 5 percent higher Mean Average Preci-
sion (MAP) value than baselines, when recommend-
ing related services for a selected service.

The rest of this paper is organized as follows. Section II
provides the definition of the problems and our SeCo-LDA
model. Parameter learning and the calculation of the charac-
teristics are described in Section III. Section IV shows
experimental results on a real-world data set from Program-
mableWeb.com. Section V summarizes the related work
and then Section VI concludes the paper.

2 THE SECO-LDA TOPIC MODEL

In contrast to conventional content-based topic models, our
model treats each service as a document, and its bag of co-
occurring services as the bag of words in that document.
We model these reconstructed service co-occurrence docu-
ments with a probabilistic generative model, which is analo-
gous to the application of a probabilistic topic model to
discover topics in text documents. However, a core differ-
ence is that the discovered topics with our model would be
characterized by a multinomial distribution over services,

Fig. 1. Framework of Service Recommendation based on SeCo-LDA.
Leveraging mashup-service usage records, we construct service co-
occurrence documents, based on which SeCo-LDA is applied to reveal
service co-occurrence topics. When mashup developer selects a ser-
vice, then the system will suggest a ranked list of subsequent services
together with latent service composition patterns, taking into consider-
ation of the timestamps when related mashups were created and the
content information of services. Explanations about the notations are
presented in Section II in detail.
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rather than over words, revealing the latent composition
patterns of services. Thus we can discover the impacts of
services on a topic according to the topic’s distribution over
services, which can be revealed by our model while it can-
not be directly revealed by conventional association learn-
ing algorithms or content-based topic models.

In this section, we first lay out some background defini-
tions and formulate the problems. Afterwards, we describe
how to construct the service co-occurrence document of
each service, including the co-occurrence with other serv-
ices and its self-co-occurrences. Finally, we will introduce
the topic model based on them.

2.1 Background

We provide definitions about a service ecosystem to
expound the application scope of our fundamental theory.
In general, our solution is suitable for any service ecosystem
that satisfies Definitions 1, 2, 3. As shown in Fig. 1, the topol-
ogy of a service ecosystem contains mashup-service usage
records, based on which we construct service co-occurrence
documents and apply SeCo-LDA. Service content and
mashup time information will be exploited to discover the
characteristics of latent service co-occurrence topics.

Definition 1 (Topology of Service Ecosystem). The topol-
ogy of a service ecosystem containing mashup-service usage
records is modeled as an undirected graph G ¼ ðM [ S;EÞ in
which: M ¼ fm1;m2; :::;mNM

g is the set of mashups and
S ¼ fs1; s2; :::; sNS

g is the set of services; NM is the number of
mashups and NS is the number of services; E � M � S is the
historical usage records between mashups and services, i.e., if
mashupmj invokes service si, Eðj; iÞ ¼ 1.

Definition 2 (Service Content). In a service ecosystem, every
service s 2 S comprises a collection of words SWðsÞ ¼
fws1; ws2; . . . ; wsnsg to describe its functionality, in which ns

is the number of description words for service s.

Definition 3 (Mashup Time Information). In a service eco-
system, each mashup is provided by developers with its publica-
tion time. Let Tj stands for the publication time of mashup mj.
That is to say, services used by mashup mj were composited at
time Tj to realize significant composition patterns.

We now formulate the following two problems.

Problem 1 (Discovery of Service Co-occurrence Topics
and their Characteristics). During the long evolution of a
service ecosystem, some certain services might have been
composited and cooperated repeatedly to realize some certain
functionality when developers create new mashups, revealing
certain kinds of latent topics about service composition patterns.
Different from semantic functional topics, service co-occurrence
topics describe latent composition patterns between services and
are represented by the distribution over services in the ecosys-
tem. For example, topic z is described by ffzs; s ¼ 1; :::; NSg, in
which fzs describes the impact of service ss on topic zwhen mak-
ing service composition, and

P
s fzs ¼ 1. The characteristics of

service co-occurrence topics contain:

1) Topic Importance: Different service co-occurrence
topics reveal different composition patterns and have
different importance in the service ecosystem. The most

important ones illustrate the popular trend of service
composition.

2) Topic Representative Services: Some services have
high impact on a service co-occurrence topic, fromwhich
we could tell the primary functionality of the composi-
tion pattern. The more impact a service has in one topic,
the more probability that it will be chosen when creating
compositions on this topic.

3) Topic Representative Description Words: word
description that could describe a topic funcitionally.

4) Topic Temporal Strength: an distribution over time,
reflecting a service co-occurrence topic’s lifecycle and
revealing the change of popularity of certain patterns,
which further reveals the trend of service composition
in the service ecosystem.

It is significant to discover the characteristics of topics.
From the perspective of knowledge understanding, they
will help mashup developers understand the latent service
composition patterns. From an application perspective, the
information will help to mine deeper characteristics of a
service ecosystem and make better recommendation for ser-
vice composition.

Problem 2 (Recommendation for Service Composition).
In this paper, we consider such a situation as in [3] to make use
of service co-occurrence topics: assuming a mashup-developer
selects the first API from the original search results provided by
an online service repository (e.g., ProgrammableWeb.com).
Now he needs to find other APIs to create a new mashup. Dif-
ferent from scenarios in goal-based service composition [11],
[12], he may not know exactly what kind of mashup he wants
to make, and just hopes to find related services to make signifi-
cant compositions. Here we refer to the selected service as sl,
and the result of recommendation for its service composition is
provided as a ranked list Rl ¼ fsl1; sl2; :::g.

2.2 Construction of Service Co-occurrence
Documents

If we use a matrix to represent mashup-service usage
records, it could be very sparse, in that most mashups only
contain less than five services in the service ecosystem (e.g.,
ProgrammableWeb.com). Probabilistic models based on
such data could cause sparsity problem [13]. To address
this issue, we create “service co-occurrences” in our model.
Each service is treated as a document with its co-occurring
services (other services that are composited together with
the service in some mashups) as words. As mentioned ear-
lier, the service co-occurrences of a specific service consist
of two parts: 1) co-occurrences with other services in the ser-
vice ecosystem and 2) its self-co-occurrence. Combining the
two parts of service co-occurrences, we could form the ser-
vice co-occurrence document for each service. We use cði; jÞ
ði; j 2 ½1:::NS�Þ to represent the co-occurrence index between
two services. Specially, when i ¼ j, cði; iÞ stands for the self-
co-occurrence of service si.

Definition 4 (Co-occurrence with Other Services). For
each service si 2 S, if service sj 2 S ðj 6¼ iÞ is co-occurred
(composited together) with si by mashups in the service ecosys-
tem for ci;j times in total, we define the service co-occurrence
index cði; jÞ ¼ ci;j. Thus, according to our definition, we have
cði; jÞ ¼ cðj; iÞ ðj 6¼ iÞ.
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Definition 5 (Self-co-occurrence). Our previous work [10]
did not consider self-co-occurrence of each service. Intuitively,
for lack of the service itself in its co-occurrence document (i.e.,
si wouldn’t appear in si’s document), it may result in informa-
tion losses when being applied a probabilistic model. To test
whether the problem exists, we go one step further and propose
a collection of gauges to define self-co-occurrence of each ser-
vice. Detail comparison and analysis of these gauges are pro-
vided in the experimental section. For each service si, the four
gauges of calculating self-co-occurrence cði; iÞ are:

1) Zero Self-co-occurrence: As in our previous work
[10], we do not consider each service’s self-co-occur-
rence, i.e., cði; iÞ ¼ 0.

2) Self-co-occurrence based on Mashup Usage
Records: The more times a service is composited by
mashups, the more important it could be. If si has been
composited by mashups to co-operate with other serv-
ices for msi times in total, we define the self-co-occur-
rence index cði; iÞ ¼ msi.

3) Self-co-occurrence based on Service Co-occur-
rence Pair Numbers: The more times a service has co-
occurred with other services, the more important it
could be, that is, the more times it should appear in its
co-occurrence document. Here we define the self-co-
occurrence index as the si’s service co-occurrence pair
number scpi, which means si has been co-occurred
with other services for scpi times totally. Due to the
definition, cði; iÞ could be calculated according to:

cði; iÞ ¼ scpi ¼
X

j;j 6¼i
ci;j: (1)

4) Self-co-occurrence based on Average Service Co-
occurrence Pair Numbers: Instead of considering the
total number of co-occurrence pairs of si, in SASCPN,
we use the average pair numbers ascpi. Here cði; iÞ
could be calculated according to:

cði; iÞ ¼ ascpi ¼<
1

Ncsi

X
j;j 6¼i

ci;j > ; (2)

where Ncsi is the number of other services that have co-
occurrence with si, and < � > refers to rounding the
result.

Definition 6 (Service Co-occurrence Documents). For
each service si 2 S, using its co-occurring services as word
tokens, we represent si as a “bag of service co-occurrences”
di ¼ f#ðscjÞ ¼ cði; jÞjj 2 Sg in which: scj represents si’s co-
occurring service sj, and #ðscjÞ ¼ cði; jÞ means sj appears ci;j
times in the document of si. All service co-occurrence docu-
ments are referred to asD.

Based on the definitions, we are ready to build the corpus
of service co-occurrence documents. We treat di other as the
first part of si’s document derived from si’s co-occurrence
with other services, and di self as the second part derived
from its self-co-occurrence. The process of constructing all
the documents is described in Algorithm 1.

Adopting different gauges of service self-co-occurrence,
we could obtain different corpora of service co-occurrence
documents. For convenience, we represent them as

Documents with ZS, Documents with SMUR, Documents
with SSCPN, and Document with SASCPN, respectively.

Algorithm 1. Construct Service Co-occurrence
Documents

Input:

1) E: The historical mashup-service usage records

2) The gauge (one among ZS, SMUR, SSCPN and SASC- PN)
selected to calculate the self-co-occurrence

Output:

1) D: Service Co-occurrence Documents
Procedure:

01. For each service si 2 S

02. Calculate si’s co-occurrence index with others cði; jÞ
ðj 6¼ iÞ according to Def. 4

03. Get di other according to Def. 6 with the previous result

04. Calculate si’s self-co-occurrence index cði; iÞ according
to Def. 5 using the selected gauge

05. Get di self according to Def. 6 with the previous result

06. Combine di other and di self to get di
07. End
08. Aggregate the service co-occurrence documents to getD

2.3 Service Co-Occurrence LDA

Based on the service occurrence documents, we extend the
basic Latent Dirichlet Allocation [14] model and name it
“Service Co-occurrence LDA” (SeCo-LDA). The key intui-
tion is that if some services are composited together repeat-
edly by mashups in a service ecosystem, they are likely to
belong to a same service co-occurrence topic, indicating
latent composition patterns among them.

Recall that we have a corpus containing NS service co-
occurrence documents, the number of which equals to the
amount of services in the service ecosystem. Assume that
there were K different service co-occurrence topics
expressed over NS unique services in the service co-occur-
rence vocabulary. We set z ¼ 1 : K as the topic indicator
variable. The topic distribution of service co-occurrence
documents (i.e., P ðzjdÞ) can be represented by an NS �K
matrix QQ, each row of which, uui, being aK�dimension mul-
tinomial distribution for document si with uiz ¼ P ðzjiÞ andPK

z¼1 uiz ¼ 1. The service co-occurrence distribution for
topics (i.e., P ðsjzÞ) can be represented by a K �NS matrix
FF, each row of which, ffz, being an NS�dimension multino-
mial distribution for topic z with fzs ¼ P ðsjzÞ andPNS

s¼1 fzs ¼ 1.
Following the convention of LDA [14], in SeCo-LDA, we

use symmetric Dirichlet priors for QQ and FF with hyper-
parameters a and b, respectively. We treat every individual
service as a document, and its co-occurring services as the
bag of “words” in that document. The graphical model for
SeCo-LDA is shown in Fig. 2. The generative process can be
described as follows.

1) For each topic z,
Draw fz � DirichletðbÞ;

2) For each service si in the service ecosystem,
a) Draw topic proportions ui � DirichletðaÞ.
b) For each co-occurring service csin in service co-

occurrence document di,
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i) Draw topic assignment
zin � MultiðuiÞ.

ii) Draw si’s co-occurring service
csin � Multiðfzin

Þ.
Since we have four different corpora, for convenience, we

represent SeCo-LDA based on these different corpora as
SeCo-LDA with ZS, SeCo-LDA with SMUR, SeCo-LDA
with SSCPN and SeCo-LDA with SASCPN, respectively.

3 LEARN THE SECO-LDA MODEL

In this section, we first introduce the parameter learning of
the SeCo-LDA model and then provide algorithms to
extract characteristics of service co-occurrence topics (i.e.,
topic importance, representative services, representative
description words and topic temporal strength).

3.1 Parameter Learning

According to the generative process, we define the joint
probability of co-occurring services CS and the set of corre-
sponding topics Z as follows:

P ðCS;ZjQQ;FFÞ ¼
YNS

i¼1

YK
z¼1

YNS

s¼1

u
niz
iz fnzs

zs ; (3)

where niz is the number of times that topic z has been associ-
ated with service co-occurrence document di, and nzs is the
number of times that co-occurring service ss has been gener-
ated from topic z.

By placing the Dirichlet priors a and b, we can obtain the
following equation of the joint probability:

P ðCS;Zja;bÞ
¼

Z
P ðCS;Z; u;fja;bÞdudf

¼
Z

P ðCS;Z; u;fÞP ðujaÞP ðfjbÞ

¼
YNS

i¼1

GðPz azÞQ
z Gð

P
z azÞ �

Q
z Gðniz þ azÞ

GðPz niz þ azÞ

�
YK
z¼1

GðPs bsÞQ
s Gð

P
s bsÞ

�
Q

s Gðnzs þ bsÞ
GðPs nzs þ bsÞ

:

(4)

Like [14], we use the collapsed Gibbs sampling to make
inferences with SeCo-LDA. The sampling is initialized by
assigning random topic labels Z, and then updates them
iteratively until reaching the setting number of iteration. In
particular, for the tth co-occurring service ss in the service
co-occurrence document of si, the topic assignment is
updated according to:

P ðzitjcsit ¼ s; Z:ði;tÞ; D:ði;tÞÞ

/ðaz þ n:it
iz Þ � n:it

zs þ bsP
s ðn:it

zs þ bsÞ
:

(5)

After the burn-in stage, the sampling converges to the
true posterior distribution. Posterior expectation of uiz and
fzs is described as:

uiz ¼ niz þ azP
z ðniz þ azÞ (6)

fzs ¼
nzs þ bsP
s ðnzs þ bsÞ

: (7)

We represent the setting number of Gibbs sampling itera-
tion as NG. In summary, the algorithm of applying Gibbs
sampling to estimate parameters is listed as Algorithm 2:

Algorithm 2. Gibbs Sampling

Input:

1) The hyper-parameters a and b

2) Co-occurring service CS in the documents

3) The setting number of iteration N

Output:

1) Estimated parameters u and f

Procedure:

01. assigning random topic labels Z

02. For iter ¼ 1 : NG

03. For each co-occurring service csit
04. Sample topic assignment for the t-th co-occuring

service in document di, zit, according to Eqn. (5)

05. End

06. End
07. Get u according to Eqn. (6)
08. Get f according to Eqn. (7)

Further, the empirical posterior distribution of topics,
which reflects the importance or popularity of topics in the
service ecosystem, is given by:

P ðzjDÞ ¼ nzP
z nz

: (8)

where nz is the times that the topic of a co-occurring service
has been assigned to z.

Intuitively, QQ describes the topic distribution of services
in the system (service-topic distribution), while FF indicates
the distribution on co-occurring services of topics (topic-ser-
vice distribution). They are the two key components in the
model that will help to discover interesting knowledge
about service co-occurrence topics.

3.2 Discovery of Service Co-occurrence Topics

From the results obtained from Eqns. (6), (7), (8), along with
services’ content and mashups’ time information, we can
discover knowledge about individual service co-occurrence
topics, which will be helpful for people to have a better
understanding of latent service composition patterns.

3.2.1 Topic Importance

Given by Eqn. (8), P ðzÞ; z ¼ 1 : Kf g indicates the probability
that services in one topic get composited. We can refer to the
value of the distribution as the importance of different topics
in the service ecosystem. Topics with higher importance will
have a higher probability to be chosen by developers when

Fig. 2. Graphic Model for Service Co-occurrence LDA (SeCo-LDA).
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creating new mashups. The top topics reflect the major com-
position theme or trend of composing services.

3.2.2 Topic Representative Services

When creating mashups, developers usually prefer the most
popular services in certain service co-occurrence topics to
make significant service composition. Ranked value of topic-
service distribution ffzsg reflects services’ impact on topic z.
The higher impact a service has in a topic, the higher proba-
bility it will be chosen when creating service composition
patterns of this topic. The top representative services reflect
the major composition functionality of this topic.

Another way to find representative services is to rank the
services in each topic according to mashup-service usage
records directly. However, it usually may not be accurate,
for there may be situations that in some domains developers
tend to composite more services than those from other areas.
But with the help of topic-service distribution, we can address
this problem and findmore significant representation.

In summary, services’ impacts on the topics shed lights
on more accurate depiction of services’ collaboration behav-
iors and ultimately lead to better recommendation, which
we will show in the experimental section.

3.2.3 Topic Representative Description Words

The original results of SeCo-LDA only provide each service
co-occurrence topic with a distribution over services. How-
ever, it is oftentimes desirable to extract representative
words to describe a topic properly [15]. Along with the
information about representative services, the representa-
tive description words will enable developers to have a brief
and intuitive idea about the functionality of this service co-
occurrence topic. Based on service content and topic-service
distribution, we can extract the words with high occurrence
expectation for a topic. The occurrence expectation of word w
in topic z, EðnzwÞ, is calculated as:

EðnzwÞ ¼
X
s

nswP ðservicesjzÞ

¼
X
s

nswfzs;
(9)

where nsw stands for the occurrence counts of word w in ser-
vice ss.

After ranking the occurrence expectation, representative
description words are extracted. We will show in the experi-
mental section that the representative description words are
intuitive and useful for developers to recognize and distin-
guish between different service co-occurrence topics. Note
that services and mashups in a service ecosystem are usu-
ally described using the same language.

3.2.4 Topic Temporal Strength

Temporal strength describes the evolution lifecycle of a
topic, and a higher value of temporal strength indicates that
there was a higher probability that service compositions of
this topic would appear at that time period. Intuitively, the
lifecycle of a service co-occurrence topic usually includes
beginning period, boom period and fading period, roughly paral-
leling the shape of a normal distribution. During the begin-
ning period, a few services of this service co-occurrence topic

appear and developers begin to composite them to create
mashups. During a boom period, the most representative
services of the topic emerge and a large number of mashups
invoking these services are created by developers. During
the fading period, developers’ interest on this topic gradually
decrease, and there would be less service composition of
this topic.

Different service co-occurrence topics may have different
lifecycles. Some may be long lasting while some topics’ boom
period may be very short and fade quickly. Some topics may
have several boom periodswhile somemay have only one.

To sufficiently describe topics’ lifecycle, topic temporal
distribution should be studied. For topic z in the service eco-
system, we use services’ impact distribution over time to
describe its temporal characteristics. Instead of leveraging
services’ publication time as [10], in this paper, we take the
services’ composited time into consideration, revealed from
mashups’ publication time information. The key intuition
here is that if one service of a topic is composited at t0, it
makes contribution to the temporal strength of this topic at
time t0, no matter when this service is published. Note that
we do not consider the services’ invoked time by users. In
this paper, we focus on discovering the service composition
patterns. Mashups’ publication time exactly record the time
when services were composited to create significant pat-
terns. Therefore, it is more suitable to consider services’
composited time instead of their invoked time to discover
service composition patterns.

We represent the set of service ss’s composited time as
TCOs ¼ ftðsÞj jj ¼ 1 : cos; t

ðsÞ
1 	 ::: 	 tðsÞcos

g, in which t
ðsÞ
j is the

time when service ss is composited by mashups for the j-th
time; cos is the total times that ss has been invoked. The
accumulated temporal contribution of services to topic z
until time t0 forms the cumulative distribution function
(CDF) of topic z as follows:

Prðtime 	 t0jzÞ ¼
X
s

X
j;t

ðsÞ
j

	t0

P ðsjzÞP
s cos � P ðsjzÞ

¼
X
s

X
j;t

ðsÞ
j

	t0

fzsP
s cos � fzs

:

(10)

In a typical service ecosystem, the unit of time is day,
which is discrete. The probability mass function (PMF) for
temporal distribution of z is:

Prðtime ¼ t0jzÞ ¼
X
s

X
j;t

ðsÞ
j

¼t0

fzsP
s cos � fzs

: (11)

With such information, the expectation time of topic z,
with which we could distinguish new topics with old ones,
can be calculated as follows:

Ez½timeðsÞ� ¼
X
s

X
j

t
ðsÞ
j � fzsP

s cos � fzs

: (12)

3.3 Recommendation for Service Composition

As mentioned earlier in Problem 2 in Section 2.1, in this
paper, we consider a situation of recommending related
services as in [3], which is one of the application scenarios of
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our technique. Assume that a developer has selected service
sl 2 S from the original search results provided by an online
service repository (e.g., ProgrammableWeb.com), then we
mean to provide a ranked service list to inspire him to make
significant compositions. We could calculate sl’ co-occur-
rence expectationwith another service sk 2 S as follows:

c
ðl; kÞ
¼
X
z

Prðcs ¼ kjtopic ¼ zÞ � Prðtopic ¼ zjslÞ

¼
X
z

fz;k � ul;z:
(13)

Services with high co-occurrence expectation are pre-
ferred to be recommended to developers, inspiring him to
make service compositions. Finally, the recommended ser-
vice list could be described as RL ¼ fsl1; sl2; :::jc
ðl; sl1Þ �
c
ðl; sl2Þ � :::g.

4 EXPERIMENTS

In this section, we first present an overview of the data set
from ProgrammableWeb as our test bed. Second, we show
the parameter settings and experimental results on discov-
ery of the service co-occurrence topics and recommendation
for service composition. Last but not least, we discuss four
ways to measure the self-co-occurrence and the complexity
of our approach.

4.1 Data Set

In general, for any service ecosystem that satisfies Defini-
tions 1, 2, 3, our theoretical approach SeCo-LDA can be
applied to discover service co-occurrence topics as well as
their characteristics.

In our experiments, we focus on the ProgrammableWeb.
com,1 which has been accumulating a variety of services
and mashups since its inception in 2005 [16], [17]. A real
mashup example Goodneighbor2 available on the Program-
mableWeb is presented in Fig. 3, containing its name,
description, related APIs, etc. To evaluate our methodology,
we crawled the information of all services and mashups
from ProgrammableWeb’s inception (September 2005) to
November 2015, extracting their descriptions, mashups’

publication time and mashup-service usage records. The
overview information of the data set from Programmable-
Web is presented in Table 1. The data set used in this paper
is available on our github repository.3

4.2 Parameter Setting

4.2.1 Other Parameters

When adopting SeCo-LDA, we set the hyper-parameters
a ¼ 50=K and b ¼ 0:01 according to the empirical formula
[18], and the iteration numberNG as 1000.

4.2.2 Number of TopicsK

We apply SeCo-LDA on the corpora (i.e., Documents with
ZS, SMUR, SSCPN and SASCPN) to discover their latent
service co-occurrence topics respectively. Similar with topic
models based on words, when training, the documents in
the corpus are treated as unlabeled. Note that there is a close
connection between the number of topics, K, and the mod-
els’ evaluation. Thus, our goal is to achieve high likelihood
of the corpus as in [14]. In particular, we computed the
perplexity of the corpus to evaluate the models.

The perplexity, used by conventional language model-
ing, is monotonically decreasing in the likelihood of the test
data, and is algebraicly equivalent to the inverse of the geo-
metric mean per-word likelihood. Generally, a lower per-
plexity score indicates better generation performance. For a
set ofMdocuments, the perplexity is described as:

perplexityðDÞ ¼ exp �
PM

d¼1 log pðwwdÞPM
d¼1 Nd

( )
; (14)

where wwd is the word vector of document d, and the proba-
bility of the word vector pðwwdÞ could be calculated as
pðwwdÞ ¼

Q
n

P
z pðwdnjtopic ¼ zÞpðtopic ¼ zjdÞ.

To illustrate how we choose the numbers of topics
detailedly, we take SeCo-LDA with ZS as an example. With
other parameters fixed, the perplexity with different num-
bers of topics for SeCo-LDA with ZS is presented in Fig. 4.
The lowest perplexity is obtained when the number of topics
is 35. So when conducting experiments afterwards, we set
the number of topics for SeCo-LDA with ZS as 35. Similarly,
we found the optimal number of topics for SeCo-LDA with
SMUR, SSCPN and SASCPN as 45, 50 and 40, respectively.

4.3 Results on Service Co-occurrence Topics

Representatively, applying SeCo-LDA with ZS, we present
experimental results on discovery of service co-occurrence
topics. We illustrate that our approach could reveal latent
service co-occurrence topics as well as their characteristics,
which would help us understand the service composition

TABLE 1
Data Set from ProgrammabelWeb.com

Total # of services 12,711
Total # of services having co-occurrence with others 975
Total # of mashups 6,239
Total # of mashups containing more than one service 2,513
Total # of word vocabulary 21,328

Fig. 3. A Real Mashup Example on ProgrammableWeb.com.

1. https://www.programmableweb.com
2. https://www.programmableweb.com/mashup/goodneighbor 3. https://github.com/gzf09/Data-Set
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patterns better. The parameters of SeCo-LDA with ZS are
set as discussed before.

4.3.1 Important Topics & Representative Services

Calculated by Eqn. 8, topics with higher P ðzjDÞ are consid-
ered more important or popular in the service ecosystem,
and will be more likely to be selected by developers when
composing services. Themore important a topic is, the higher
probability there would be service composition of this topic.

The top five important topics are Topics 5(4.07 percent), 6
(3.93 percent), 35(3.77 percent), 19(3.63 percent) and 4(3.56
percent). The top 5 representative services for them are pre-
sented in Table 2. The topic-service probability fzs and
mashup examples are also listed. Obviously, the representa-
tive services are sufficient to provide an overall view about
the service co-occurrence topics’ major functionalities. We
could roughly identify that in the ProgrammableWeb.com
service ecosystem, the most popular service co-occurrences
topics are those about location-aware service composition,
online multi-media community and social network.

In some service co-occurrence topics, the top representa-
tive services may occupy a dominant position, and we can
regard such topics as core-service-oriented service co-occur-
rence topics. In Topic 6, service YouTube and Amazon Product

Advertising show more than 93 percent impact among all the
services. Topic 6 is about YouTube-centered video-based
product advertising, in which YouTube provides video
resources and Amazon Product Advertising allows developers
to leverage the Amazon Product Discovery features that
Amazon uses to advertise products and power their own
business. A mashup example of this topic is Find Best Three,
which is a buying suggestion and product comparison tool
presenting the three best goods with the help of video
reviews. Similarly, in Topic 4, service Google Maps and Wiki-
pedia occupy nearly 90 percent impact among all the services.
Topic 4 is aboutGoogle Maps-centered location-aware knowl-
edge searching and resource sharing, where Google Maps
provides language localization, region localization and geo-
coding, while Wikipedia provide direct, high-level access to
the data contained in the MediaWiki databases. A mashup
example of this topic is TravelOxi.com, which provides a new
convenient way to explore over 400,000 travel destinations
around the globe. Users could get instant information of pho-
tos, videos, maps, news andmore.

In other topics, however, top representative services are
not so dominant, such as Topics 5, 35 and 19. Topic 5 is
about enriching maps or information where location is an
important factor. In Topic 5, Geonames is a geographical
database with useful information about different places.
Panoramio, Eventful and Yahoo Local Search provide geolo-
cated resources to enrich information about the locations.
What’s more, Microsoft Bing Maps allows people to build
maps which can include routes and traffic info. A mashup
example is Distances Calculator. It is a free web-based tool
that allows users to easily calculate the distance between
any two cities, showing the route and providing all kinds of
information (e.g., photos, news and weather information)
about the origin and destination. Topic 35 is about music
information searching and recommending, in which Last.fm
provides world’s largest online music catalogue, Amazon
Product Advertising allows developers to leverage the Ama-
zon product features, MusicBrainz contains a database with
a huge amount of music metadata, Spotify Echo Nest allows
developers to analyze tracks and to add rich artist and song
metadata to their applications, and LyricWiki provides lyr-
ics. An example mashup of this topic is Musikki, a music
search engine that gives users all the information in a single

TABLE 2
Top 5 Representative Services for Topics 5, 6, 35, 19 & 4

Topic 5 (4.07%) Topic 6 (3.93%) Topic 35 (3.77%) Topic 19 (3.63%) Topic 4 (3.56%)

fzs Service Name fzs Service Name fzs Service Name fzs Service Name fzs Service Name

0.15413 GeoNames 0.72705 YouTube 0.28517 Last.fm 0.13145 Google

Geocoding

0.79285 Google

Maps

0.09794 Panoramio 0.20321 Amazon

Product

Advertising

0.09795 Amazon

Product

Advertising

0.08644 Google

Earth

0.10187 Wikipedia

0.09152 Eventful 0.01666 Yahoo Query

Language

0.09708 MusicBrainz 0.08374 Google App

Engine

0.03488 Vimeo

0.08991 Microsoft

Bing Maps

0.01333 WebThumb 0.05201 Spotify

Echo Nest

0.08194 Panoramio 0.01653 Google

Ajax Feeds

0.06262 Yahoo Local

Search

0.00667 Mobypicture 0.05115 LyricWiki 0.06213 Google

Visualization

0.01102 Zazzle

Mashup Ex. Distances

Calculator

Mashup Ex. Find Best

Three

Mashup Ex. youbeQ-Maps

with Life

Mashup Ex. Musikki Mashup Ex. TravelOxi.com

Fig. 4. Perplexity with Different Numbers of Topics K for SeCo-LDA with
ZS.
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page with a single search. Topic 19 is a service composition
group based on all kinds of Google services. A mashup
example is youbeQ-Maps with Life, which allows people to
explore the Earth, meet new people, discover new places
and share information.

4.3.2 Topic Representative Description Words

With words’ occurrence expectation calculated by Eqn. (9), we
can extract a collection of words with high probability to
represent for each topic. We use the Porter stemming algo-
rithm and remove meaningless word stems.

Similar topics may have similar functionalities, but dif-
ferences usually do exist between them. Results about
Topics 29 and 33 are shown in Table 3. From representa-
tive services, we could identify that they are similar topics
about social life on the Internet. But leveraging representa-
tive description words, we could also tell the tiny differen-
ces between them. Topic 29 concentrates more on people’s
daily life in business social network (LinkedIn), sharing
multi-media resources (Last.fm, “text,” “webpage,”
“movie”) and travelling places (“triporia,” “hotel,”
“expedia”). Information here is usually presented with
short text conveniently (Tumblr, “easy,” “simple”), making
it easy to post and share multi-media resources. However,
Topic 33 emphasizes on using a blog essay or long articles
(Blogger, Instapaper, “list,” “category”) to record something
(“content”) or discuss about some problems (Yahoo
Weather, “property,” “trend”).

In general, with representative services and description
words together, we could have an overall view about the
concrete meaning of a service co-occurrence topic.

4.3.3 Topic Temporal Strength

In our data set, the services’ publication time ranges from
September 4, 2005 to October 15, 2015. We take a day as the
unit when calculating topics’ temporal distribution over
services. Higher temporal strength indicates that more ser-
vice compositions of this topic would appear at that time
period.

In Fig. 5, we present the topic temporal distribution over
services of Topics 8 and 15. Topic 8, which contains repre-
sentative services like Instagram, Netflix, Reddit and Vimeo, is
about social multi-media sharing and discussion. Topic 15,
whose representative services are BTC-e, Coinbase, BitStamp
and Mt Gox, is about the transaction of BitCoin. From the
expectiation times of the two topics, we can identify that
Topic 15 is a relatively newer topic, while Topic 8 is an older
one. Furthermore, from Fig. 5, we could conclude that Topic
8 became more popular since 2009 and only have one boom

period, while Topic 15 has two boom periods, one is around
2009 and another is in 2014. The social media can be defined
as a collection of online services that support to share opin-
ions, thoughts and experiences [19]. In fact, most of these
services sprang up around 2010, and more and more devel-
opers used them to create mashups. In addition, BitCoin
was first proposed by Satoshi Nakamoto in concept in 2009
[20], arousing more and more studies on it [21]. The most
popular trading platforms first arose around 2012, and
many mashups were developed around 2014 to support the
BitCoin transaction, invoking hot BitCoin services. There
were about 12.5 million bitcoins in mid-2014, valued at
approximately$7 billion [22].

Above all, information provided by topics’ temporal
strength consists of external empirical knowledge basically.
Thus, it could help to mine deeper characteristics of service
ecosystems, such as topic dependencies and make evolution
analysis from the perspective of the systems.

4.4 Comparison Results on Service Composition

To demonstrate that topics revealed by our approach shed
lights on more accurate depiction of services collaboration
behavior, we compare the results of recommendation for
service composition using our model and baselines. Recom-
mendation is one of the application scenarios for service co-
occurrence topics.

4.4.1 Baselines

In order to compare with SeCo-LDA with ZS, SMUR,
SSCPN and SASCPN, three baselines of recommending for
service composition are chosen as comparisons.

Baseline Method 1: AA. Apriori Algorithm (AA) [5] is a
commonly-used technique to mine association rules. In this
approach, each mashup is represented as the union of anno-
tated tags of its component services. Apriori could mine
positive rules of tags from the transactions of mashups[23].
The probability of composition of any two services s1 2 S
and s2 2 S is estimated as:

TABLE 3
Representative Description Words for Topics 29 & 33

Topic 29 Topic 33

Representative

Services

LinkedIn, Last.fm,
Tumblr

Yahoo Weather, Blogger,
Instapaper

Part of Extracted

Words

easy available simple
text webpage triporia
hotel search location
expedia movie

market data property
chart search rate content
list trend sale network
fresh category

Fig. 5. Distribution Over Service for Topics 8 & 15. Blue stands for Topic
8, and red for Topic 15. Each square symbolizes a representative serv-
ices invoked at that time, the heights of which stands for the representa-
tive services’ impact on this topic. The dotted lines describe the fitted
curves of topics’ temporal strength. The vertical lines show the expecta-
tion time of each topic.
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F ðs1; s2Þ
¼

X
r2Rðs1;s2Þ

b � supprortðrÞ

þ ð1� bÞ � confidenceðrÞ;

(15)

where Rðs1; s2Þ denotes the rules that are satisfied by
< s1; s2 > , which means in the rules s1 and s2 appear
together. b is a weighting coefficient. The higher F ðs1; s2Þ is,
the more possiblely that a composition of s1 and s2 would
appear.

For a selected service sl, its recommended service list can
be described as RLAA ¼ fsl1; sl2; :::jF ðsl; sl1Þ � F ðsl; sl2Þ � :::g.

Baseline Method 2: CMSD. Using Content Matching based
on Service Description (CMSD) [8], [24], based on service
word descriptions, we apply the LDA model to calculate
the semantic similarities between the selected service and
others. We also run Gibbs sampling to get probability distri-
bution of services over topics p2ðzjsÞ and topics over words
p2ðwjzÞ.

When a selected service sl comes up, CMSD calculates
the semantic similarity between sl and another service
si 2 S, which is described as SWi ¼ fwi1; wi2; :::; winig, as fol-
lows:

pCMðsijslÞ ¼
X

w2SWi

XK
z¼1

p2ðwjzÞ � p2ðzjslÞ: (16)

Services with higher semantic similarities are preferred to
be recommended. The recommendation list is: RLCMSD ¼
fsl1; sl2; :::jpCMðsl1jslÞ � pCMðsl2jslÞ � :::g.

Baseline Method 3: MUR-LDA. We apply LDA directly
using Mashup-service Usage Records (MUR-LDA). That is,
we regard mashups as documents and services as word
tokens, which is similar with [25]. We model the generation
of services in mashups with a probabilistic topic model.
Using the collapsedGibbs sampling, we can get the probabil-
ity distribution of mashups over topics p3ðzjmÞ and topics
over services p3ðsjzÞ. For a selected service sl, we could calcu-
late its expected co-occurrences with another service si 2 S:

c3ðl; iÞ
¼
X
m

X
z

p3ðs ¼ ijzÞ � p3ðzjmÞ � pðmjslÞ; (17)

where pðmjslÞ stands for the probability of mashup mm

given service sl. It could be calculated using Bayes theorem.
The recommended service list is ranked by the value of
c3ðl; iÞ: RLMUR ¼ fsl1; sl2; :::jc3ðl; sl1Þ � c3ðl; sl2Þ � :::g.

4.4.2 Experimental Settings

The parameter setting of SeCo-LDA with ZS, SMUR, SSCPN
and SASCPN has been discussed in Section 4.2. For AA, we
set the weight coefficient b ¼ 0:5. For CMSD and MUR-
LDA, we set the hyper-parameters as the SeCo-LDA mod-
els. According to perplexity, we design experiments and
find the optimal number of topics for CMSD is 15, and for
MUR-LDA it is 10.

We train the models on the data set from Programmable-
Web.com, and test the performance of recommendation on
services that have co-occurrences with others in the service
ecosystem. For each selected service, we recommend the
most related N candidates for it, and compare the list with
the original ranked service co-occurrence relationship
revealed from mashup-service usage information.

4.4.3 Evaluation Metric

Mean Average Precision [26] is used as evaluation metric in
this part, which is a widely used measure in recommenda-
tion systems:

MAP ¼ 1

jSj
X
i2S

1

N

X
s2CSi

nðsÞ
rðsÞ; (18)

where S denotes the set of testing services; N represents the
recommended number of services; CSi denotes the co-
occurring services of service si; for each s 2 CSi, rðsÞ refers
to the ranking position of s in service-composition recom-
mendation list and nðsÞ represents the number of co-occur-
ring services in CSi that rank higher than or equal to s in
recommendation list.

MAP is a real number between 0 and 1. Higher MAP
indicates better performance of the recommendation
method.

4.4.4 Results of Recommendation

The results of MAP of SeCo-LDA and baselines with differ-
ent numbers ofN are shown in Fig. 6.

Fig. 6. The MAP for SeCo-LDA Models (i.e., with ZS, SMUR, SSCPN and SASCPN), MUR-LDA, AA and CMSD with Different Number of N.
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CMSD only uses theword description of services to reveal
latent semantic topics and make recommendation. Experi-
ments show that its MAP value is the lowest among the four
methods, indicating that the description of services might
not be a good indicator of service composition patterns indi-
vidually. The other three methods take the usage records of
services into consideration. AA is the most popular model to
draw association rules, which has a higher MAP value than
CMSD as shown in Fig. 6. Using AA we could get the proba-
bility of popular service association rules, but could not
knowwhat kind of a specific service association is or the con-
crete functionality of it. MUR-LDA and SeCo-LDA models
both use topic model to analyze the association relationship
of services in the system. But the core difference is that
MUR-LDA regards mashups as documents containing serv-
ices as word tokens, while SeCo-LDAmodels regard services
as documents and their co-occurring services as word
tokens. MUR-LDA may come up with the sparsity problem
for that most mashups usually contain less than five services.

Overall, our SeCo-LDA models perform better than the
baselines. Among them, SeCo-LDA with SSCPN uses ser-
vice co-occurrence pair numbers to describe a service’s self-
co-occurrence. This could result in bad results, for that the
aggregate number of a service’s all co-occurrence pairs may
be much larger than the number of a single pair, which
would bring many more “words” in this service’s co-occur-
rence document, but reduce its quality at the same time. As
a result, SeCo-LDA with SSCPN gets the lowest MAP
among the four SeCo-LDA models, a little better than MUR-
LDA in average and worse than MUR-LDA when N is
large. The others do not consider services’ self-co-occur-
rence (SeCo-LDA with ZS), or take self-co-occurrence into
account in a more suitable way (SeCo-LDA with SMUR and
SASCPN). They get the highest MAP value, approximately
5 percent better than MUR-LDA. Detailed comparison will
be discussed in the next subsection.

From the experiments shown above, we can conclude
that by analyzing service co-occurrence documents, SeCo-LDA
models could shed lights on more accurate depiction of
services collaboration behaviors, and perform better than
the baselines when recommending for service composition.

4.5 Further Comparison among the Four Gauges

4.5.1 Discussion by Intuition

First of all, intuitively, we discuss the documents derived
from the four gauges. Ultimately, our goal is to use these
documents to discover the latent composition patterns
between services. ZS does not take self-co-occurrence into
consideration. Among the three that considering services’
self-co-occurrence, SMUR concentrate on the mashup-side
information, while SSCPN and SASCPN pay more attention
to information about the number of service co-occurrence
pairs. As mentioned before in Section 4.4.4, in SSCPN, too
many si may appear in its document di, reducing its quality
and making it sometimes poorer than ZS. For SMUR and
SASCPN, it is easy to find that msi � ascpi, and the equality
holds only when each mashup invoked every service in the
service ecosystem. Actually, for the data set from Program-
mableWeb, the average of ascpi is much less than that of
msi. With a further insight into the implication of si’s docu-
ment, cði; iÞ indicates that in di, the other services may co-

occur with each other with the help of cði; iÞ “words” of si,
and we intent to apply SeCo-LDA to mine the latent rela-
tionship between services in di. The definition of SMUR just
fits this. As a result, SMUR might be a better choice.

4.5.2 Discussion on JS Divergence

On the one hand, we use the average minimal Jensen-Shan-
non (JS) divergence [13] as metric to compare the quality of
topics learned with different documents. The JS divergence
measures similarity of two pairs of distributions. The mea-
sure is 0 only for identical distributions and approaches
infinity as the two differ more and more. Formally, it is
defined as the average of the KL divergence of the two dis-
tributions (i.e., P and Q) to the average of the two distribu-
tions (i.e., R ¼ 1=2ðP þQÞ):

DJS ¼ 1

2
DKLðP jjRÞ þ 1

2
DKLðQjjRÞ; (19)

whereDKLð�Þ represents the KL divergence.
For the topic-service distributions learned with each kind

of service co-occurrence documents, we first calculate the JS
divergence between any two different topics and find the
most “similar” one for each topic, then we calculate the
average of minimal JS divergence over all the topics. Adopt-
ing different numbers ofK, the results are shown in Fig. 7.

In most cases, higher minimal JS divergence indicates the
topics are more different. With K fixed, Fig. 7 shows that
SSCPN gets the highest result among the four, but it is
caused by regarding the aggregate number of co-occurrence
pairs as cði; iÞ, making each document di be composed
mainly by words of si. So it does not mean topics learned by
SSCPN have higher quality. For the other three gauges, gen-
erally, SMUR and SASCPN receive similar results, revealing
topics of higher quality than ZS.

4.5.3 Discussion on MAP for Recommendation

On the other hand, as shown in Fig. 6, we compare the MAP
results when making recommendation for service composi-
tion. As discussed before, SeCo-LDA with SSCPN gets the
lowest MAP among the four SeCo-LDA models. All the left

Fig. 7. The Average Minimal JS Divergence for SeCo-LDA with ZS,
SMUR, SSCPN and SASCPN with Different Number ofK.
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three SeCo-LDA models achieve better performance than
baselines, approximately 5 percent better than MUR-LDA.
In Problem 2, we would not recommend itself for a service.
So even without consideration of self-co-occurrence, ZS
could reach relatively good results. Leveraging information
about self-co-occurrence properly, SMUR and SASCPN get
higher MAP value than ZS in average. SeCo-LDA with
SMUR has the highest MAP value, especially when we
need to recommend 4 to 7 candidate services. These results
consist of the intuitive discussion and minimal JS diver-
gence discussion we made before. In summary, SeCo-LDA
with SMUR is most preferred when addressing Problem 2.

4.6 Discussion about Complexity

In order to show the time-cost tolerance of our approach
when dealing with large-scale data sets, we make discus-
sion about complexity.

We can divide the complexity of our appraoch into two
parts: Part I: constructing service co-occurrence documents
and Part II: inferring parameters in the probabilistic topic
model. The complexity ofPart I is bounded byOðN2

maxs �NMÞ,
in which Nmaxs stands for the maximum number of services
in one mashup. The complexity of Part II is OðNG �K �NW Þ,
where NG stands for the number of iterations and K is the
number of topics. NW represents the total word tokens in the
corpus of service co-occurrence documents. So the complexity
of our approach is bounded byOðN2

maxs �NM þNG �K �NW Þ.
To test our conclusion, we manually expand the scale of

mashups and services in ProgrammableWeb.com for 2, 5
and 10 times, keep the average number of services in one
mashup unchanged basically, and record the running time
of SeCo-LDA with ZS representatively. We set the unit of
time as second, and conduct the experiments on a PC with
16GB memory and Core-i7 CPU. The results are recorded in
Table 4. With data set’s other characteristics fixed, we could
conclude that NW increases along with the multiple of data
scale, and the multiple of total running time increases line-
arly as the scale increases approximately. So when dealing
with data sets containing more services and mashups, the
time-cost of our approach is usually tolerable.

5 RELATED WORK

5.1 Recommendation Based on Composition
Records

In the research of automatic service composition, most exist-
ing studies about service association learning with service
usage data are based on the Apriori algorithm [23], [27],
[28]. A global Co-utilization service ranking (gCAR) strat-
egy, inferred from historical API usage metadata, is

proposed in [3] based on Apriori to discover association
rules, reducing the search time for comparable degree of
completeness. A three-level model of service usage data
(i.e., user request level, template level and instance level) is
defined in [4] to model service usage patterns. Besides ser-
vice usage data, other information is integrated to achieve
better performance. In [5], Apriori is used to find association
rules of social tags and predict future mashups based on
mined rules. Service logs are taken into consideration in [6]
to find the best composition among possible compositions
to improve quality and performance of web service compo-
sition. Association rules are mined with Apriori to build a
knowledge repository to instruct mashup creation. [29] con-
sider negative and positive relation between services simul-
taneously to make recommendation.

5.2 Recommendation based on Functionality

Based on service description, function-based recommenda-
tion is the most commonly-used techniquef. Early works
are based on semantic service languages [30], or use key-
word-based search engines combining with information
from Web Service Description Language (WSDL), or Uni-
versal Description, Discovery and Integration (UDDI) [31],
[32], [33]. However, they can only deliver limited perfor-
mance, sensitive to the words given by users.

On the one hand, as LDA [14] came up with a probabilis-
tic approach for human language understanding, novel
approaches for service recommendation appeared. To pro-
tect business interests of service providers and information
leakage, implementation details of services are usually
invisible to consumers [34]. Thus, word description became
more popular than conventional service languages. A time-
aware service recommendation framework is established in
[35] for mashup creation, using latent topic models to model
services’ and mashups’ word description as well as time-
stamps. [36] proposed a service recommendation algorithm
by clustering and recommending candidate ones by differ-
ent domains. [9] extends collaborative topic regression
model, considering content information and usage data
together to improve performance of recommendation.
Above all, however, topics revealed in these works are built
on word co-occurrence basically, different from “service co-
occurrence topics” that we mean to reveal. [37] proposed a
Citation-LDA, which uses paper citation as word tokens.
But using method in [37] with mashup-service usage
records would cause data sparsity problem [13], for most
mashups only invoke less than five services.

On the other hand, in order to discover topics’ temporal
property, we take time information into consideration. Exist-
ing probabilistic topic models considering time information
has been studied such as Topic Over Time model [38],
Dynamic Topic Model [39] and Correlated Topic Model [40].
Through the models mentioned above, however, we can
only compute the text similarity between document and
topic, which is quite different from the documents’ “impact”
on a topic that wemean to discover.

Different from the works above, we use latent probabilis-
tic topic model to mine frequent patterns from service usage
records. In general, our solution to mine service co-occur-
rence topics and their characteristics is suitable for any ser-
vice ecosystem that satisfies Definitions 1, 2, 3. The mashup-

TABLE 4
Running Time for SeCo-LDA with ZS with Different Data Scale

Multiple
of Data
Scale

NWNW Time
(s) for
Part I

Time
(s) for
Part II

Total
Time (s)

Multiple
of Total
Time

1 30,238 0.021 1.827 1.848 1
2 60,476 0.035 3.741 3.776 2.04
5 151,190 0.221 10.971 11.192 6.06
10 302,380 0.903 27.067 27.970 15.14
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service usage records are very important information, with-
out which our solution would not work but traditional
methods would do if WSDL files are provided.

6 CONCLUSIONS

In this paper, we present a novel approach for identifying
the latent service composition patterns in service ecosys-
tems. The key idea is to represent each service as a docu-
ment with its co-occurring services as words.

Applying our SeCo-LDA technique, a service composi-
tion development process will contain the following three
steps: (1) Developers understand the trend of service com-
position in the service ecosystem. The characteristics of
topics would help people gain an overall view about service
composition patterns in the service ecosystem. (2) Develop-
ers propose their demands to create mashups and get the
recommendation list. In this paper we consider the scenario
of recommendation for a selected service. Comparison with
baseline approaches demonstrates that SeCo-LDA performs
5 percent better in terms of MAP when recommending ser-
vice composition. (3) Developers choose services from the
list to make final compositions.

This paper is our first attempt to apply probability gener-
ation model to mashup-service composition records in ser-
vice ecosystems. Our future work would focus on two
aspects: (1) addressing problems about terminology to
extract more significant representative words for topics,
and (2) utilizing information about service co-occurrence
topics to design an effective recommendation framework
for automatic mashup creation.
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