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Abstract—Driven by Service-Oriented Computing techniques, time-aware service recommendation aims to support personalized

mashup development, adapting to the rapid shifts of users’ dynamic preferences. Recent studies have revealed that users’ social

connections may help better model their dynamic preferences. However, two phenomena exist to influence users’ dynamic preferences

of service selection. First, users and their friends may only share preferences in certain services, which means not every service in the

friends’ consumed mashups has the same impact on a target user’s dynamic preference. Second, for a target user, friends in his social

network with similar interests and behaviors may contribute more influence intensities. To cover the above phenomena synergistically,

this paper proposes a Social-powered Graph Hierarchical Attention Network (SGHAN), as a deep learning model capable of learning

similar behaviors from proper friends during mashup development. SGHAN is powered by the reciprocity between its two core

components: a service-level attentional encoder captures users’ interested services in friends’ mashups, while a friend-level graph

attention network selects informative friends and propagates the friends’ social influences. Extensive experiments show that the

SGHAN model consistently outperforms the state-of-the-art methods in terms of prediction accuracy for mashup creation.

Index Terms—Service recommendation, graph neural networks, social network, time-aware, mashup creation
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1 INTRODUCTION

WITH the extensive adoption of the Service-Oriented
Computing (SOC) and Cloud Computing techniques,

a huge number of software services have been published
onto the Internet. Users benefit from reusing and integrating
these reusable services from different providers as compo-
nents, in order to dynamically create value-added mashups
(i.e., a sequence of services working in proper order in a cer-
tain time period) to fulfill user demands.

User interests may change overtime [1]. For example, a
user may be interested in Pop music services for some time
and switch to Jazz music services afterwards. Thus provid-
ing fixed mashups for users cannot adapt to the rapid shifts
of users’ dynamic interests. In order to respond to user needs
in a timely manner, time-aware service recommendation [2], [3],
[4] focuses on a user’s service invocation behaviors within a
period of time and predict the next service for the user in
order to form a dynamic mashup. Some recent studies estab-
lish time-aware service recommendation frameworks for
mashup creation, which conduct a joint analysis of temporal

information, content description, and historical mashup-ser-
vice usage [2], [5].

Owing to the recent prosperity of social media, increas-
ingly more service-oriented systems have synergistically
integrated social features to help users discuss and choose
services [6], such as Epinions, Gowalla, and Programmable-
Web. Since the online communities on these platforms often
promote sharing of service experiences among friends,
users are likely to be influenced by their friends. As shown
in previous studies on social-aware service recommenda-
tion [6], [7], the consideration of friends’ service invocation
behaviors can help generate interest-adaptive service mash-
ups for target users.

How to effectively integrate social information to sup-
port time-aware service recommendation remains a chal-
lenge. Most existing studies focus on analyzing different
impacts in social networks based on friendships or human
popularity [8]. Some recent works study high-order social
impacts using neural networks [6]. However, we have
observed two interesting phenomena, which may influence
target users’ dynamic preferences of service selection and
have not been fully studied.

� Service-level Differences.At a certain time, a usermay be
interested in searching certain type of services. This
means that not every service in a friend’s consumed
mashup has the same impact on the target user’s
dynamic preference. As illustrated in Fig. 1, user A’s
four friends’ (B, C, D, and E)mashup experiences may
all have influences on his next service selection. How-
ever, it is obvious that A will be more interested in
travel-related services, after invoking the flight ticket
reservation and hotel booking services. Thus in his
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friends’mashups, the travel-related serviceswill likely
havemore influence on user A’s next service selection.
This motivating example implies that when modeling
a friend’s influence on a target user, it is necessary to
treat some relatively important services in the friend’s
mashup differently, which will better characterize the
target user’smain focus in his friend’smashup.

� Friend-level Differences. For a target user, different
friends in his social network may contribute differ-
ent influence intensities. As shown in Fig. 1, user A
is more likely to follow user E when choosing the
next service, since A’s current mashup pattern is
much more aligned with that of E. This motivating
example implies the necessity to study friend-level
differences, which can ensure the friends with simi-
lar interests and behaviors have significant influence
over the target user.

Based on the above motivating examples, we argue that
hierarchically modeling both service-level differences and
friend-level differences in a user’s social relationships and
their mashup history may further improve time-aware ser-
vice recommendation.

To realize the goal, this article proposes a Social-based
Graph Hierarchical Attention Network (SGHAN s’kæn) to
make time-aware service recommendation for dynamic
mashup creation. Leveraging the recent advances in neural
attention mechanisms [9], [10] and graph attention net-
work [11], SGHAN explores a hybrid framework to model
both the service-level and the friend-level differences exist-
ing in social influence hierarchically. Our prerequisites are
that, a user’s social friends are available in a service ecosys-
tem, and their mashup history has been recorded.

SGHAN comprises two major modules to model the
social influence: a service-level attentional encoder and a
friend-level graph attention network. First, the target user’s
behavior within a mashup is modeled using a recurrent

neural network (RNN) [12] to characterize his current inter-
est. Based on the extracted representation, a service-level
attentional encoder is employed to capture the user’s main
interested services in a friend’s mashup by aligning them
with the target user’s current interest. This encoder learns
to attend differentially to more and less important services
when modeling the friends’ social influence. Second, a
friend-level graph attention network is created to automatically
select informative friends for user preference modeling, and
propagate the friends’ social influence along the relation-
ships to the target user. Finally, the two modules are fused
to mutually enhance each other via an end-to-end training
process. Over the real-world local service dataset, a series of
experimental results demonstrate that our SGHAN model
consistently excels baseline methods in terms of prediction
accuracy for mashup creation.

In summary, our main contributions are three-fold:

1) We move one step forward on social-powered time-
aware service recommendation, by investigating the
effect and significance of both service-level differen-
ces and friend-level differences.

2) we propose SGHAN, a deep learning-powered time-
aware service recommendation framework for dyna-
mic mashup creation, which highlights two core
modules: a service-level attentional encoder and a
friend-level graph attention network. For a target user,
the former module adaptively focalizes interested
services in his friends’ mashups, while the latter
module identifies and learns from friends with simi-
lar interests and behaviors. The two modules jointly
learn from mashup history and reciprocally enhance
each other, in order to learn representations of users’
dynamic preferences for service selection.

3) Through extensive experiments conducted on a real-
life local service dataset, we show that SGHAN con-
sistently outperforms the state-of-the-art models and
justify the effectiveness of our proposed framework
in capturing both the service-level and friend-level
differences.

The remainder of this article is organized as follows. Sec-
tion 2 formally defines the problem. Section 3 introduces
our SGHAN model framework in details. Section 4 presents
conducted experiments with analyses. Section 5 discusses
related work. Finally, Section 6 draws conclusions.

2 PROBLEM DEFINITION

In this section, we formally define the problem of time-aware
service recommendation, as well as some essential notations.

Definition 1. (Service Ecosystem). In a service ecosystem, U ¼
fu1; u2; . . .; uMg and S ¼ fs1; s2; . . .; sNg denote its compris-
ing set of users and the set of services, respectively.

Definition 2. (Social Graph). Let G ¼ ðU;EÞ represent an undi-
rected social graph, where E � ðU;UÞ is the edge set in the
graph denoting the social relationships between the comprising
users. Note that we do not differentiate between directed graphs
and undirected graphs in this work.

Traditional service recommender systems suggest relevant
services to users based on the users’ historical behaviors, in

Fig. 1. An illustration of how user A’s dynamic preference is influenced
by two levels of differences. Five users consumed different types of
services in their corresponding mashups, while User A may be influ-
enced by his friends when choosing his next service in the mashup.
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which the temporal order of their consumed services is
ignored. However, in most service ecosystems, users’ service
preferences change rapidly, and thus the order of the users’
recent involved services is of great importance for modeling
the users’ dynamic interests. In practice, users tend to con-
sume several services in a given time window for a specific
purpose and these consumer-centric services can be com-
posed as aMashup, whichwe define as follows:

Definition 3. (Mashup). The behavior history of a user u 2 U is
segmented into a series of mashups chronologically fMu

1 ;M
u
2 ;

. . . ;Mu
t g. User u’s t-th mashup Mu

t represents a sequence of
services fsut;1; sut;2; . . . ; sut;ng invoked by user u 2 U in chrono-
logical order, where sut;p represents the p-th service consumed by
user u at his t-th mashup, and n is the amount of services con-
tained in user u’s t-thmashup.

To avoid confusion, throughout the article, 1; 2; . . . ; t
denote the order of user’s consumed mashups, while 1; 2;
. . . ; n denote the time steps of services in amashup.

To provide accurate service recommendation according
to a user’s current purpose to form a proper mashup, we for-
mally define a Time-aware Service Recommendation problem as
follows:

Definition 4. (Time-aware Service Recommendation). Given
user u’s ongoing mashup Mu

tþ1 ¼ fsutþ1;1; s
u
tþ1;2; . . . ; s

u
tþ1;ng,

the goal of time-aware service recommendation is to recommend
a set of services from S that u is likely to be interested in during
the next time step nþ 1, i.e., sutþ1;nþ1, which can work in con-
junction with the former services as a mashup.

Recent trends in social media have motivated a number
of services systems to synergistically integrate social fea-
tures. Users on these services systems usually spread their
preferences over services to their social connections. Thus, a
user’s interests are not only correlated to his historical usage
records, but also can be further influenced by his social con-
nections. Thus we model both the user’s dynamic interests
in a mashup and social influences with different intensities
and formally define the resulting problem as follows:

Problem Formulation. Given a part of user u’s recent
mashup Mu

tþ1 ¼ fsutþ1;1; s
u
tþ1;2; . . . ; s

u
tþ1;ng, our task is to rec-

ommend a set of services from S that u is likely to be inter-
ested in during the next time step nþ 1, i.e., sutþ1;nþ1, by
utilizing information from both his dynamic interests (i.e.,
information from Mu

tþ1) and the social influences (i.e., infor-
mation from [NðuÞ

k¼1 M
k
t , where NðuÞ is the set of user u’s

friends). Note that for simplicity, in this work we model the
social influences as all friends’ interests right before the tar-
get user starts to develop the current mashupMu

tþ1.
The notations used throughout the article are summa-

rized in Table 1.

3 SGHAN MODEL FRAMEWORK

In this section, we first outline the overall architecture of our
SGHAN framework and give detailed descriptions of its
main components, then analyze its learning process includ-
ing the design of the loss function, followed by discussing
the computation complexity of SGHAN.

Fig. 2 illustrates the overall architecture of the SGHAN
framework comprising three core modules. First, a dynamic
interest encoder applies a recurrent neural network (RNN)
to model the sequence of services in the target user’s current
mashup, and extracts the user’s current interests. Second, a
service-level attentional influence encoder determines which
services of the hidden representations in a friend’s mashup
should be emphasized or ignored based on the target user’s

TABLE 1
Notations and Explanations

Notation Explanation

U user set
S service set
G social graph
E edge set of the social graph
ui user i
si service i
sut;p the p-th service consumed by user u at his t-th mashup
Mu

t user u’s t-th mashup
NðuÞ the set of user u’s friends
pu target user u’s current interest representation
gk friend k’s preference influence to the target user
qðlÞu target user u’s representation at l-th convolution layer

Fig. 2. Model Framework. SGHAN contains three components: (1) a dynamic interest encoder, which captures a user’s fast-changing and compre-
hensive preference in an ongoing mashup; (2) an attentional influence encoder, which captures the main focuses of his friends’ latest mashups; and
(3) a graph attention network, which fuses related neighbors’ influence representations to update the target user’s preference representation.
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current interests, and learns the friend’s influences towards
the target user. Third, a friend-level graph attention network
assigns different weights to the target user’s friends based on
the target user’s current interests, and absorbs the represen-
tations of his friends to obtain the target user’s mashup
representation. Finally, our SGHAN obtains the matching
scores by modeling the similarity between each candidate
service and the currentmashup.

3.1 Dynamic Interest Modeling

To learn a user’s fast-changing and comprehensive prefer-
ence in a specific mashup, we use his current interest to
characterize his preference. Specially, we define current
interest as a user’s latent preference hidden in his current
ongoing mashup (i.e., the current preference after invoking
a sequence of services).

Following the recent advances in session-based recom-
mendations [13], we adopt recurrent neural networks
(RNNs) to model the service invocations of the target user
in his current mashup. Given the target user’s current
mashup Mu

tþ1 ¼ fsutþ1;1; s
u
tþ1;2; . . . ; s

u
tþ1;ng, the RNN infers the

user’s current state by combining his previous state and the
latest service, i.e., hu

n ¼ fðsutþ1;n; h
u
n�1Þ, where hu

n represents
user u’s current interest after invoking the n-th service in
the mashup. In this article, we adopt a long-short term
memory (LSTM) structure [14] as the combination function
fð�; �Þ, which helps for alleviating exploding and vanishing
gradient. We formulate an LSTM-based model as:

zun ¼ sðWz½hu
n�1; s

u
tþ1;n� þ bzÞ

fu
n ¼ sðWf ½hu

n�1; s
u
tþ1;n� þ bfÞ

oun ¼ sðWo½hu
n�1; s

u
tþ1;n� þ boÞ

~cun ¼ tanhðWc½hu
n�1; s

u
tþ1;n� þ bcÞ

cun ¼ fun � cun�1 þ zun � ~cun
hu
n ¼ oun � tanhðcunÞ (1)

where sð�Þ is the element-wise logistic sigmoid function. We
use the last hidden state hu

n to represent the target user’s cur-
rent interest representation in the current mashup, which
can be denoted as pu.

3.2 Service-Level Attentional Influence Encoder

The main purpose of the service-level attention encoder is to
learn the user’s main focus in his friend’s latest mashup. In
other words, the encoder aims to identify the services that
may have the most influence on the target user. Meanwhile,
the temporal dependency among services in the friend’s
mashup is also important to maintain. Thus, the architec-
ture of the attentional influence encoder is similar to the
LSTM structure described in Section 3.1. As shown in Fig. 3,
we again apply an RNN with LSTM units as the basic com-
ponent, which can be represented as:

hk
n ¼ fðskt;n; hk

n�1Þ; (2)

where fð�Þ is the LSTM unit illustrated in Equation 1 and hk
n

is the hidden state of the n-th service in friend k’s latest
mashup. Intuitively, if a service in the mashup is more rele-
vant to the user’s current interest, the user will pay more

attention to this service. In order to simulate such intuition
between the target user and the services in his friends’
mashups, we compute the similarity between the target
user’s current interest and the service’s hidden state in its
mashup as the attention score. Such a score will help deter-
mine whether the service’s influence should be emphasized
or ignored when obtaining the friend’s preference influence
to the target user. Formally, it can be represented as:

a�
i ¼ qðpu; hk

i Þ ¼ hTReLUðW1p
u þW2h

k
i Þ; (3)

where hk
i is the hidden state of the i-th service in friend k’s

latest mashup. W1 and W2 are matrices that can be learned
to project the above representation into a shared latent
space.

Afterwards, we normalize the attention scores with a
softmax function, which can make the attention network
into a probabilistic interpretation:

ai ¼
expða�

ðiÞÞ
P

j2Mk
t
expða�

ðjÞÞ
: (4)

Upon we obtaining the weight factor of each service in a
friend’s mashup, the friend k’s preference influence to the
target user can be represented as follows:

gk ¼
X

j2Mk
t

ajh
k
j ; (5)

in which the user’s main interest in the k’s latest mashup is
adaptively focused.

3.3 Friend-Level Graph Attention Network

After obtaining the target user’s dynamic interest and his
friends’ potential influences, we describe the process how
the user’s preference gets influenced by his friends. In this
section, We first introduce how we construct an influence
graph, and then describe how we use a graph convolutional
network (GCN)-based model to fuse related neighbors’
influence representations to update the target user’s prefer-
ence representation.

Fig. 3. A schematic view of the attentional influence encoder.
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3.3.1 Influence Graph

For each target user, we build his influence graph where
each node corresponds to the user and his direct friends, in
which an edge indicates there exists social relation between
the user and the corresponding friend. For the target user
node, we use his dynamic interest representation pu con-
structed in Section 3.1 as the node’s initial representation
qð0Þu . For those neighbors of the target user node, we use the
preference influence gk obtained in Section 3.2 as their initial
representations q

ð0Þ
k , which already encodes the user’s main

focus in the corresponding friend’s latest mashup.
Note that for simplicity, in this work, we only consider

influences coming from the direct friends of a target user.
Influences from high-order social friends will be considered
in our future work.

3.3.2 Graph Attentional Convolution

With all nodes’ initial representations defined in the target
user’s influence graph, in this section, we will first formu-
late the social influence propagation of one single friend in
his influence graph. Then we will extend the single user
propagation equation to a matrix form, which helps acceler-
ate the calculation.

Recently, researches on graph neural networks [15], [16],
[17] propose to define convolutions directly on a graph,
operating on groups of spatially close neighbors. However,
most of them utilize the fixed symmetric normalized Lapla-
cian as the propagation strategy, in which the weights of
neighbors are relied on predefined static functions without
considering friend-level differences existing in social influ-
ence. Inspired by the graph attention networks (GATs) [11],
we propose to apply the attention mechanism to guide the
social influence propagation. Different from Equation 4, we
use the inner product followed by a softmax function to rep-
resent the similarity between the target user u’s dynamic
interest and his friend k’s influences:

b
ðlÞ
uk ¼

expðqðlÞu
T
q
ðlÞ
k Þ

P
j2NðuÞ expðqðlÞu

T
q
ðlÞ
k Þ

: (6)

where qðlÞu is the representation of user u at the l-th convolu-
tion layer and b

ðlÞ
uk is the friend-level attention weight of

friend k’s preference influence to the target user u at the l-th
convolution layer.

After we obtain the friend-level attention weights, we
combine the features on the user’s influence graph together,
followed by a non-linear transformation to acquire the node
representation of the next convolution layer:

q̂ðlþ1Þ
u ¼ qðlÞu þ

X

j2NðuÞ
b
ðlÞ
ukq

ðlÞ
k ;

qðlþ1Þ
u ¼ ReLUðWðlÞq̂ðlþ1Þ

u þ bðlÞÞ; (7)

where WðlÞ and bðlÞ are the learnable and shared parameters
at the l-th convolution layer. Note that we include a self-
connect term qðlÞu to preserve the target user’s own dynamic
interest. By stacking the graph attentional convolution layer
L times, the target user vertex in the influence graph aggre-
gates information with the farthest reach of his L-degree

neighbors, which help the final qðLÞu explicitly encodes the
high-order preference influence [6].

3.4 Service Prediction

To avoid the issue of gradient vanishing, we embrace a skip
connection to add the user’s original dynamic interest pu

and his friends’ context influence qðLÞu together:

pufinal ¼ pu þ qðLÞu (8)

where pufinal is the final representation of the target user’s
preference on the next service in his current mashup. We
obtain the probability of service s becoming the next poten-
tial service in the target user u’s current mashup on the
whole service set Swith a softmax function:

probðsjsutþ1;1; s
u
tþ1;2; . . . ; s

u
tþ1;n; fMk

t ; k 2 NðuÞgÞ

¼ expðzTs pufinalÞP
s2S expðzTs pufinalÞ

; (9)

where zs is the embedding of the candidate service s.

3.5 Parameter Learning

In this section, we discuss parameter optimization and the
training efficiency of our SGHAN framework.

3.5.1 Optimization

The purpose of our optimization process is to maximize the
probability of the positive services consumed by the target
user in his current mashup. To this end, we choose the nega-
tive log-likelihood as loss function to supervise the training
process, which is formulated as follows:

L ¼ �
X

u2U

XT

t¼1

log probðsutþ1;mþ1jsutþ1;1; s
u
tþ1;2; . . . ;

sutþ1;m; fMk
t ; k 2 NðuÞgÞ; (10)

wherem represents the number of services in the mashup.

3.5.2 Time Complexity Analysis

The computation in our SGHAN consists of four parts. (1)
When inferring a user’s dynamic preference, we adopt an
LSTM-based structure for learning his current interest, of
which the time complexity is OðmdÞ, where m denotes the
average length of a user’s mashup and d denotes the embed-
ding size. (2) In the service-level attentional influence
encoder, we also adopt an LSTM-based structure to obtain a
user’s k friend’s hidden state, of which the time complexity
would be OðkmdÞ. As discussed earlier, we compute the
attention scores for each service in every friend’s recent
mashup. The time complexity for this procedure will also
be OðkmdÞ. (3) In the friend-level graph attention network,
the target user’s k neighbors will be re-scaled and aggre-
gated to update the target user embedding. The time com-
plexity of stacking L propagation layers would be OðkdLÞ.
Hence, the overall theoretical time complexity for each user
is OðkmdÞ þOðkdLÞ. In practice, we usually have L 	 3 <
m. In conclusion, our algorithm is computationally feasible
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in practice, and thus will support real-time query in real-
world service recommendation system.

4 EXPERIMENTS

In this section, we present our extensive experiments with
analysis.

4.1 Dataset Description

Because there lacks a large web service repository for our
study, we turned to offline service repository to construct
our testbed. Previous researches have shown that offline
services and web services share three common features:

� Temporal dependencies exist in both fields. More
specifically, a series of services consumed in a time
window usually aim for some major purpose and
are performed in a relatively fixed order, which can
be composed as a ”mashup” [2].

� The social network among users exists and friends
can have an influence on a user’s preference towards
services [6].

� Both offline services and web services are massive
and heterogeneous [18].

Gowalla is a known website where users can record and
share offline services they consume by checking-in, e.g., a
meal in a restaurant or a show in a theater. In addition to its
service recording function, Gowalla also allows social net-
works to connect and coordinate users with people or events
that match their interests. Thus, we adopted the Gowalla
platform to test and evaluate our SGHANon time-aware ser-
vice recommendation for mashup creation. Cho et al. [19]
randomly collected a total of 6,442,890 service records of
196,591 users over the time period of February 2009 - October
2010. We constructed the associated social network of these
users using their public API. To thoroughly evaluate the
effectiveness and generalization of our method, we also con-
ducted comparative experiments on another dataset Yelp1,
which is also a famous offline service rating platform. We
collected a total of 10,407 service records with 6,005 users
over the period of January 2015 - June 2016. Table 2 summa-
rizes the numerical properties of these two datasets.

In the task of time-aware service recommendation, we
aim to provide a suitable service for the target user based
on his recent consumed services. Thus the recommended
service can cooperate with other services for the same pur-
pose. We treated each check-in in the dataset as a service
consumption. Based on the empirical frequency of the off-
line consumption, we segmented the data into day-long ses-
sions and each session can be considered as a mashup. We
chronologically reserved the last six months for testing and
filtered out the services that did not appear in the training
set. For those services reserved mashups, we randomly and
equally split them into validation set and test set.

4.2 Experimental Settings

4.2.1 Baselines

We compared our SGHAN with four classes of baseline
methods to evaluate the performance of time-aware service

recommendation: (1) classical methods utilizing only users’
implicit feedback; (2) social-aware methods that incorporate
social influence; (3) time-aware methods that consider a
user’s actions in his current mashup; (4) graph-based time-
aware models that consider both social relations and tempo-
ral information of users. Below, we list six baseline models
used in our experiments. The class index of each model is
indicated beside its name.

� BPR-MF [20] (1): This method is a highly competitive
method for implicit feedback based recommenda-
tion. It improves matrix factorization (MF) with the
BPR objective function.

� SBPR [21] (2): This is a ranking model that considers
social relationships in the learning process, assuming
that users tend to assign higher ranks to items that
their friends prefer.

� SoReg [22] (2): This method utilizes social network
to regularize the latent user factors of matrix
factorization.

� GRU4Rec [12] (3): This is a recent state-of-the-art
approach that uses recurrent neural networks for
session-based recommendations.

� NARM [9] (3): This method employs RNNs with an
attention mechanism to capture a user’s main pur-
pose and sequential behavior.

� DGRec [13] (4): This method models dynamic user
behaviors with an RNN, and context-dependent social
influence with graph attention neural networks based
on the given social networks.

4.2.2 Evaluation Metrics

To evaluate the performance of all algorithms in the experi-
ments, we adopted two popular metrics, namely Normal-
ized Discounted Cumulative Gain@K (NDCG@K) and Hit
Ratio@K (HR@K). Both metrics are the higher, the better.
The former NDCG@K metric accounts for the position of
the hits by assigning higher scores to hits at top ranks and
thus is position-aware. The latter HR@K metric measures
whether the test item is present on the recommendation list
or not. The above two metrics are formulated as:

NDCG@K ¼ 1

RN

XN

i¼1

2reli�1

log 2ð1þ iÞ (11)

HR@K ¼
PK

i¼1 reli
jytestu j (12)

TABLE 2
Statistics of the Datasets

Item Gowalla Yelp

Users 11,459 6,005
Services 16,435 10,470
Invocations 1,098,766 122,526
Avg. invocations per user 95.89 20.41
Avg. services per mashup 6.11 5.79

Social Connections 94,764 111,931
Density(Social Connections) 0.0721% 11,459
Avg. friends per user 8.27 18.64

1. Data set available from https://www.yelp.com/dataset
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Where K is the size of the recommendation list, reli ¼ 0 or 1
denotes whether the service at the rank i is in the test set,
and the RN term indicates the maximum possible cumula-
tive component through ideal ranking. jytestu j is the number
of services used by user u in the test set.

4.2.3 Implementation Details

All of our experiments were conducted on an Ubuntu server
[CPU: Intel Xeon E5-2680 v4 * 2, GPU: NVIDIA RTX 3090 *
4, RAM: 384GB]. We implemented SGHAN on the basis
of Pytorch [23], a widely used Python library for neural
networks.

We initialized the latent vectors with small random val-
ues for all the models that are using latent factors. For a fair
comparison, the dimension of the service latent factors is
fixed to 100. We also set the number of hidden units of the
LSTMs or RNNs in all models as 100. We set the batch size
of all experiments as 200. We used Adam optimizer with
b1 ¼ 0:9, b2 ¼ 0:999 and � ¼ 1e�8. The initial learning rate
was set as 0.002 and decayed at the rate of 0.9 every five
epochs. We applied the Adam optimizer for all baseline
models, where the batch size was fixed as 200.

The parameters for baseline methods were initialized as
in common practices, and were then carefully tuned to
achieve optimal performances. we applied a grid search for
hyper-parameters. The learning rate for all models were
tuned amongst [0.005, 0.01, 0.02, 0.05]. To prevent overfit-
ting, we added L2 norm with coefficient tuned from [0.001,
0.005, 0.01, 0.02, 0.1]. All the latent factors in the baseline
models were initialized with small random values. We
selected the best models by early stopping when the HR@20
on the validation set stops increasing for three consecutive
epochs.

In our SGHAN, we used an embedding matrix to repre-
sent services’ features, which means we projected a service
s into a latent space with an embedding vector es. There are
many embedding methods that can be utilized for service
representation learning in our work. For example, Lam
et al. [24] analyze service descriptions (i.e., WSDL file) to
obtain service embeddings. Some methods propose to learn
service embeddings based on their functionality [25] or
non-functional features (i.e., QoS) [26]. Since those embed-
ding techniques are not our focus in this article, without los-
ing generality, we only used the ID feature of services to
obtain the initial embeddings in our experiments to illus-
trate the effectiveness of our approach.

4.3 Performance Comparisons

The empirical results of our SGHAN and the baselines, in
terms of HR@K and NDCG@K with recommendation size
K ¼ 10; 20 over both service datasets, are summarized in
Tables 3 and 4, respectively. We conducted one-sample
t-tests and p� value < 0:05 indicates that the improve-
ments of SGHAN over the strongest baseline are statistically
significant. Besides, we have the following observations:

� BPR-MF shows very limited performance since it
only considers a user’s overall invocation histories
for inferring his long-term static interests. Based on
BPR-MF, the methods leveraging social network
information, i.e., SBPR and SoReg, perform better
than the ones without it. The experiment results
demonstrate that social neighbors’ information could
help improve service recommendation.

� The methods incorporating temporal information
bear better performances than those which do not.
For example, in Table 3 for all metrics, GRU4Rec and
NARM significantly outperform BPR-MF, SBPR, and
SoReg. It might be because the temporal dependency
of services consumed by a user implicitly contains the
current interest of the user in the current mashup,
which is of great help to recommend the next service
for the target user.

� The graph-based methods, including our SGHAN,
consistently outperform the other methods for all
metrics. These results provide trustworthy evidence
for incorporating users’ dynamic interest and social
relations synergistically into time-aware service
recommendation.

� SGHAN outperforms DGrec by a largemargin. DGrec
represents friends’ social influence, by directly per-
forming an RNN-based model on their latest mash-
ups. However, the friend’s current interest is not
equivalent to the influence to the target user, since the
user has his own service-level focus inside his friends’
latest mashups. The experimental results demonstrate
that our service-level attention inside a friend’s
mashup has more vital expressiveness in the social
influences to capture the target user’smain focus.

4.4 Study of Service-Level Differences

The service-level attentional influence encoder is one of the
key characteristics in our proposed SGHAN, which helps

TABLE 3
Overall Performance Comparison for Gowalla

Model NDCG@10 HR@10 NDCG@20 HR@20

BPR-MF [20] 0.0351 0.0672 0.0405 0.0889

SBPR [21] 0.0465 0.0768 0.0509 0.0941
SoReg [22] 0.0442 0.0740 0.0498 0.0963

GRU4Rec [12] 0.0901 0.1574 0.1038 0.2122
NARM [9] 0.0905 0.1568 0.1047 0.2133
S-Walk [27] 0.0967 0.1709 0.1230 0.2365

DGRec [13] 0.1171 0.2051 0.1356 0.2788

SGHAN 0.1240 0.2192 0.1436 0.2969

TABLE 4
Overall Performance Comparison for Yelp

Model NDCG@10 HR@10 NDCG@20 HR@20

BPR-MF [20] 0.0052 0.0114 0.0092 0.0280

SBPR [21] 0.0079 0.0184 0.0114 0.0325
SoReg [22] 0.0114 0.0228 0.015 0.0375

GRU4Rec [12] 0.0142 0.0307 0.0211 0.0580
NARM [9] 0.0150 0.0331 0.0203 0.0545
S-Walk [27] 0.0169 0.0351 0.0230 0.0594

DGRec [13] 0.0181 0.0374 0.0244 0.0623

SGHAN 0.0208 0.0439 0.0293 0.0780
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capture target user’s main purpose in his friends’ latest
mashups. We designed experiments to further explore the
impacts of the attentional influence encoder in SGHAN and
analyze the effectiveness of the adopted service-level atten-
tion mechanism, by constructing the following variants of
SGHAN:

� SGHAN-A: A variant model of SGHAN, in which the
user has the same focus on all the comprising serv-
ices in a friend’s mashup, i.e., the weights of the serv-
ices in Equation 4 are set equal.

� SGHAN-L: A variant model of SGHAN, which only
considers the last hidden state of a friend’s mashup
as the social influence to the target user.

� SGHAN-E: A variant model of SGHAN, which
does not consider temporal dependency in a friend’s
mashup by averaging the service embeddings in the
mashup.

Fig. 4 shows the experimental results of SGHAN and its
three variants. For the interest of space, here we only show
the results of the NDCG@10 and HR@10 on the Gowalla
dataset. From Fig. 4, two observations can be made.

First, SGHAN-A and SGHAN-E perform the worst.
SGHAN-E fails to consider the temporal dependencies
among services in a mashup, thus may not precisely capture
user’s dynamic preferences. The mean-pooling operation in
SGHAN-A blurs the temporal information captured by the
LSTM structure to some extent. Second, SGHAN-L per-
forms better because it leverages LSTM’s capacity for cap-
turing the temporal dependency in the last hidden state of
the mashup. Third, the performance of SGHAN is signifi-
cantly better than SGHAN-L, which shows that the service-
level attention can help better utilize temporal information
in the hidden state and capture the user purpose in the cur-
rent mashup.

4.5 Study of Friend-Level Differences

To justify and gain further insights of the specifics of
SGHAN’s friend-level differences, we conducted ablation
studies to validate the effectiveness of our proposed friend-
level graph attention network.

As shown in Equation 8, SGHAN obtains the user’s final
representation by combining the user’s original dynamic
interest pu and his friends’ context influence qðLÞu . To tease

apart the contribution of both sources of information, we
compared SGHAN against two variants as follows:

� SGHAN_equal: A variant model in which the weights
of the neighbors in Equation 7 are set equal.

� SGHAN_self: A variant model considering the user’s
original dynamic interest pu only. Note that the
SGHAN_self is identical to the GRU4Rec method [12],
and thuswe reuse the result in Table 3 for consistency.

Table 5 shows the performance of different variants.
SGHAN and SGHAN_equal outperform SGHAN_self sig-
nificantly on all the metrics, which means social influence
has essential impacts on the service recommendation qual-
ity. Compared to the full SGHAN, the SGHAN_equal has
worse performance. The results show that the friend-level
difference considered in the graph attention network can
make sure that the friends who share common preferences
with the target user can have a more prominent influence
on the user.

4.6 Effect of Convolution Layer

SGHAN aggregates friends’ influence to revise the target
user’s preference representation and by stacking more
layers, SGHAN will pass influences from high-order friends
to the target user. To investigatewhether SGHANcan benefit
from such multiple convolution layers, we experimented the
layer numbers from 1 to 5. Fig. 5 shows the results, wherein
SGHAN-l denotes the model with l convolution layers. From
Fig. 5, we have the following two observations:

First, Fig. 5 shows that our SGHAN with more than one
single convolution layer have better performance. This
implies that the social influence from a user’s high-order
friends may further enhance service recommendation.

Second, there is a small improvement from SGHAN-3 to
SGHAN-4 andwhen further stackingmore convolution layers
on top of SGHAN-4, both metrics start to decrease. This might
because in the learning process of a user’s representation, a

Fig. 4. Performance of variants of SGHAN.

TABLE 5
Ablation Study Comparing SGHAN and Its Variants

Variation NDCG@10 HR@10 NDCG@20 HR@20

SGHAN_self 0.0901 0.1574 0.1038 0.2122
SGHAN_equal 0.1227 0.2160 0.1428 0.2957
SGHAN 0.1240 0.2192 0.1436 0.2969

Fig. 5. Performance of SGHAN under different Convolution Layers.
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too deep architecturemight introduce noise and the neighbors
far from the user have little marginal improvement to offset
the noise. This finding confirms that 3 or 4 convolution layers
are optimal for our scenario.

4.7 Computational Cost

Beyond the theoretical analysis of time complexity in Sec-
tion 3.5.2, we compared the empirical computation cost of
our SGHAN with another graph-based time-aware model
DGRec on the synthetic datasets with varied numbers of
users. We constructed the synthetic datasets by randomly
sampling 1,000 users alongside their invocation history
from the Gowalla dataset and replicated them different times
to create datasets of different user scales.

Table 6 shows the training time and the memory occupa-
tion with one single GTX3090. The training time is greatly
affected by the number of training instances (i.e., the num-
ber of invocations), while the number of users more influen-
ces the memory occupation. From Table 6, it can be
observed that in terms of training time and memory occupa-
tion, both our SGHAN and the SOTA DGRec perform in the
same order of magnitude. This shows that our method can
achieve significant performance improvement on the time-
aware service recommendation, while the amount of com-
putation resource is effectively controlled. Meanwhile, the
experiment verifies that our model has high scalability to be
deployed in a real-world service recommendation system,
since it can cover the dynamic preference modeling of
50,000 users with limited memory on a single RTX3090.

5 RELATED WORK

In this section, we discuss related work from three aspects:
mashup creation, dynamic recommendation, and graph neu-
ral networks.

5.1 Mashup Creation

Service discovery has been one key topic in the field of
services computing. Semantics-aware methods [28], [29]
mainly focus on information retrieval and similarity calcu-
lation, which usually extract semantic information, e.g.,
keywords and labels, and calculate relevance scores repre-
sented by semantic distance. Quality-of-Service (QoS) [18],
[26] is widely employed to represent nonfunctional perfor-
mance of web services and has been adopted as a key fac-
tor in service selection. These traditional methods of
service recommendation are insufficient to mashup crea-
tion, because most of them focus on suggesting individual
services separately based on a hypothesis that user demands
are independent.

In recent years, increasingly more research works focus
on service recommendation for mashup creation. Elmeleegy
et al. [30] propose MashupAdvisor, which utilizes a seman-
tic matchmaking algorithm and a metric planner to modify
a mashup toward producing suggested output. Bianchini
et al. [31] present a recommendation system to provide pro-
active suggestions to mashup designer, relying on the
semantic descriptions of mashup components. In [32], a
novel category-aware service clustering and distributed rec-
ommending method is proposed for automatic mashup cre-
ation. To alleviate the cold-start problem, Bai et al. [5]
modify the generative process of a mashup and recommend
services through both content information and historical
usage analysis. To capture the deep relationships among
services, Cao et al. [33] formalize service package recom-
mendation as a Quadratic Knapsack Problem and solve it
using Branch and Bound algorithm.

With the rapid development of Deep Learning (DL),
researchers have started to investigate the potential of
DL for mashup creation and recommendation. For example,
Yao et al. [34] propose a probabilistic matrix factorization
approach with implicit correlation regularization, to solve the
recommendation for mashups with enhanced recommenda-
tion diversity. Wu et al. [35] propose a neural framework
(MTFM) based onmulti-model fusion andmulti-task learning
for accurate mashup creation. Gu et al. [36] propose a compo-
sitional semantics-based service bundle recommendation
model (CSBR) to tackle the semantic gap between mashup
descriptions and service descriptions. Cao et al. [37] propose
an integrated content and network-based service clustering
and recommendationmethod formashup development.

Note that the aforementioned works on service discovery
assume that all service users are independent.With the prev-
alence of social media, social influence is pervasive, not only
in our daily physical life but also in the virtual webspace.
Under such a context, some recent approaches [6], [38] pro-
pose to integrate users’ social connections. To model cross-
service dependency under social influence, Cao et al. [8] pro-
pose a mashup service recommendation approach based on
user interests and relations among services. Xu et al. [39] pro-
pose a coupled matrix model to describe the multi-dimen-
sional relationships among users, mashups, and services.

Existing studies, though inspiring, are limited to provid-
ing a fixed set of services centered on a specific functionality
as a mashup. They typically neglect the fact that users’ func-
tional requirements change dynamically over time. More-
over, the social influence strengths in most of the works are
assumed equal among friends or with a simple metric from
other sources (e.g., the strengths between their interactions
in the past). In contrast, our work proposes to capture target
user’s main interests in his friends’ consumed mashup in a
more fine-grained manner.

5.2 Dynamic Recommendation

Modeling users’ dynamic interests that change over time
has drawn increasing attention in recent years [40], [41],
[42]. For example, Wang et al. [40] reveal that the concept
drifts of users’ temporal preferences are commonly seen
during a period of time. They propose CD-APIR, a concept
drift-aware temporal cloud service APIs recommendation
approach for building composite cloud systems. Such kind

TABLE 6
Computation Cost on Different User Scale

User Scale Training Time (s/epoch) Memory Occupation (MiB)

SGHAN DGRec SGHAN DGRec

2K 7 5 2387 2337
10K 83 74 4284 4179
20K 295 287 7575 7315
50K 1900 1833 19286 18345

Some results are infeasible with limited resources.
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of temporal dependencies commonly exist in interaction
data, but cannot be well captured by the conventional con-
tent-based recommender systems or collaborative filtering
technique [43]. This gap motivates the development of ses-
sion-based recommendation or sequential recommendation.

Existing methods usually extract users’ current interest
by exploring multiple user-service interactions that happen
successively in a sequence in a continuous time period,
which usually lasts for several minutes to several hours [2].
Related works can be further divided into three categories,
i.e., conventional approaches, latent representation-based
approaches, and neural network (NN)-based approaches.
Conventional approaches leverage conventional data min-
ing or machine learning techniques. For example, Linden
et al. [44] propose an item-to-item collaborative filtering
method to personalize the online store for each customer.
Sarwar et al. [45] look into different techniques for comput-
ing item-item similarities and compare their results with
basic k-nearest neighbor approaches. Shani et al. [46] pro-
pose a Markov Decision Processes (MDP) aiming to provide
recommendations in a session-based manner. The simplest
MDP boils down to first-order Markov chains, where the
next recommendation can be computed through the transi-
tion probabilities between items. Latent representation-
based approaches, like [47], make recommendations with
low-dimensional latent representations for each interaction
within sessions with shallow models.

NN-based approaches aim to effectively capture users’
current interests. For example, GRU4Rec [12] applies gated
recurrent units (GRU) to model sequential behaviors and
make recommendations. NARM [9], STAMP [48] and
DSAN [49] utilize attention mechanisms to distinguish short-
and long-term item dependency. Recently, SR-GNN [50],
NISER+ [51], and GCE-GNN [52] exploit graph neural net-
works (GNNs) to further analyze complex item transitions. In
these methods, sequential user behaviors are modeled as
graph-structured data. To capture high-order relations
among items, DHCN [53] propose a dual channel hypergraph
convolutional network and S-Walk [27] utilize randomwalks
with restart (RWR) for session-based recommendation.

In contrast to existing work, we model dynamic user
behaviors with an RNN-based module and social relation-
ships among users as graph-structured data.

5.3 Graph Neural Networks

Research on graph neural networks (GNNs) has rapidly
gained significant momentum in recent years, since many
real-world data can be represented by graphs conveniently,
e.g., social networks, citation networks, and road maps. It is
known that convolutional neural networks (CNNs) have
achieved great success in computer vision and several other
application fields. Somre recent works focus on modeling
general graph-structured data using CNNs [15], [16]. Specifi-
cally, Kipf et al. [16] propose graph-convolutional networks
(GCNs) for semi-supervised graph classification, which
directly propagate node information along edges in the spa-
tial domain. In addition, Bruna et al. [17] propose a spectral-
based graph convolutional network by introducing the
spectral graph theory into neural networks. However, the
weights of all neighbors in these methods rely on predefined
static functions when updating the node representations.

Graph attention networks (GATs) address this issue by con-
sidering the different weights to the central node from differ-
ent neighbors.

Some recent studies, like DGRec [13], consider the friend-
level differences to improve time-aware recommendation.
However, they do not exploit the service-level differences in
a friend’s mashup thus failing to conjecture the target user’s
main interest in that mashup. In contrast, our research syn-
ergistically considers service-level and friend-level differen-
ces, and proposes a finer-grained model for a target user to
learn from proper friends’ behaviors guided by his dynamic
preference.

6 CONCLUSION

To adapt to the rapid shifts of users’ dynamic preference,
time-aware service recommendation exploits a target user’s
service invocation behaviors within a period of time and pre-
dicts the next service to form a dynamic mashup. With the
prevalence of online social networks, increasingly more ser-
vice platforms tend to leverage the social networks among
users to enhance service recommendation quality. However,
when modeling the dynamic social influence, two levels of
differences that influence the inference of users’ dynamic
preferences have not beenwell studied. They are Service-level
Differences and Friend-level Differences.

In this article, we present SGHAN to recommend serv-
ices for dynamic mashup creation, which unifies a service-
level attentional encoder and a friend-level graph attention net-
work to model social influences hierarchically. As a hierar-
chical deep learning model, SGHAN learns a target user’s
dynamic interest, and based on it, studies from his social
networks to learn their similar behaviors and social influen-
ces. The resulted user preference representation leads to
effective service recommendation on-the-fly.

For simplicity, in this work we only model the social
influences as all friends’ interests right before the target
user starts to develop the current mashup. In our future
work, we plan to study social influence from target user’s
friends’ richer past behaviors. Furthermore, we try to
explore more service attributes, such Qos and prices, and
extract more richer relationships among services. Moreover,
in a real-world scenario, there may exist users sharing com-
mon interests while they do not even know each other. It
would be interesting and we plan to extract such relation-
ships to help further enhance service recommendation.
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