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distortion, which are common in images captured by physical
sensors or historical photographs.

Furthermore, some of the classical edge detection algo-
rithms have been updated in quantum form. Sundani et al. [11]
proposed a quantum version of the Canny algorithm, which
detects not only sharp and clear edge features, but also weak
ones, achieving a performance improvement of 4.05% over the
classical Canny algorithm. Additionally, Chetia et al.[12] also
proposed a quantum-enhanced Sobel edge detection algorithm
to mitigate the effects of discontinuity and roughness.

However, few algorithms have considered the quantum
form of CNN. In 2020, Li et al. [13] proposed a quantum
deep convolutional neural network to address classification
problems and compared its performance with traditional CNN.
The verification of the QCNN’s advantage over traditional
CNN offers a new perspective for solving the challenges of
extracting distorted edge features in the field of edge detection.

In this paper, we aim to extract the deformed edge feature
by leveraging the advantages of shallow layers in QCNN to
address deformation challenges. Unlike the entire structure,
which includes the pooling layer, fully connected layer, and
classifiers, the extraction of edge features requires only the
feature map generated by the initial convolutional layers in
the QCNN model. Our objective is to compare the QCNN ap-
proach with the normal pattern using the Cascade Controlled-
X structure to demonstrate its effectiveness in solving defor-
mation issues in image processing. The main workflow of
our model, which takes an example of 2 × 2 convolutional
circuit, is shown as Fig. 1. Additionally, comparisons with
classical methods and other existing algorithms have been pre-
sented, illustrating our proof-of-concept and the improvements
achieved.

The article is organized in the following sections. In Section
II, we briefly introduce the backgrounds for the reader to
understand some basic concepts in Quantum Edge Detection
and Quantum Convolutional Neural Networks. In Section III,
we introduce our approach to solve the problem and the dataset
in our experiments. In Section IV, we present our results.
After that in Section V, we summarize the results and give
a discussion for our future works.

Abstract—Advancements in quantum information have signifi-
cantly impacted the field of image processing, although challenges 
remain. In edge detection, image distortion often hinders the ex-
traction of target boundaries. In this paper, we propose a method 
to extract distorted edge features by applying shallow layers in 
quantum convolutional neural networks (QCNN). By combining 
the advantages of quantum computing and the layered structure 
of convolutional neural networks (CNN), this approach addresses 
the problem and compares the extracted distorted pattern with 
the reference pattern, achieving a best matching ratio of 99.71%
in images interfered with impulse noise. Furthermore, we also 
compare the performance with the classical method and other 
quantum algorithms, our method gains a 97.19% ratio.

Index Terms—edge detection, quantum convolutional struc-
ture, Cascade Controlled-X structure

I. INTRODUCTION

Image processing techniques, such as edge detection, de-
noising, and deblurring, are of great significance f or further 
classification and target detection tasks. Image processing and 
classical post-processing methods exhibit notable inefficien-
cies in the context of the big data era [1–3], which requires 
the development of new algorithms to enhance their perfor-
mance. Quantum computing, with its advantages stemming 
from phenomena such as superposition and entanglement, has 
garnered significant a ttention f rom r esearchers. F or example, 
the application of superposition in molecular biology addresses 
the dimensionality problem inherent in classical computers 
[4]. Furthermore, the benefits enable quantum communication, 
allowing for untraceable teleportation[5] and free-space links 
[6]. Furthermore, quantum computing is expected to revolu-
tionize the security protocols in cryptography [7] as well as 
in the finance s ector [ 8]. T he p otential o f p arallelization [9] 
in quantum computing facilitates the further study of image 
processing using quantum algorithms to address efficiency 
challenges.

Numerous studies have been conducted to verify the effec-
tiveness of quantum algorithms in image processing. In edge 
detection, Yao et al. [10] applied the Hadamard Transformation 
to detect edges and compared the known pattern with the input 
pattern using the SWAP test. However, the experiments involv-
ing the SWAP test primarily considered known patterns such as 
rotation, without testing on images containing deformation or



Fig. 1: The model consists of two parts: quantum and classical. The quantum part includes the convolutional circuit and
similarity comparison circuit. The classical part includes image resizing and binarization.

II. BACKGROUND

In this section, we provide a brief overview of basic
quantum notations, gates, and a quantum convolutional layer
to facilitate understanding of the concepts of image process-
ing using QCNN. Additionally, we introduce the comparison
circuit based on the Control NOT (CNOT) gate.

A. Quantum Notations

The mathematical form of quantum computation is written
in Dirac Notations |.⟩ (and dual form ⟨.| ) [14]. In most
circumstances, to represent the quantum state of a single qubit,
the computational basis is introduced. The most general basis
is {|0⟩, |1⟩}, which are explicity written as,

|0⟩ =
[
1
0

]
, |1⟩ =

[
0
1

]
. (1)

An arbitrary single qubit quantum state is expressed as the
combination of computational basis with the probability am-
plitude α and β, which is denoted as

|ψ⟩ = α|0⟩+ β|1⟩ ≡
[
α
β

]
(2)

B. Quantum Gates

Quantum gates are the fundamental components of quantum
computers, performing logical operations on qubits. The gates
that we implement in our model are expressed as follows,

=


1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

 ,

Z
=
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1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1


Ry(θ) =

[
cos θ2 −sin θ

2

sin θ
2 cos θ2

]

Rz(θ) =

[
ei

θ
2 0

0 e−i θ
2

]
.

The gates from the top to bottom, respectively, represent the
CNOT gate, control-Z, rotation about y-axis (Ry), and rotation
about z-axis (Rz). Note that, we use the control-Z, Ry and Rz

gates in the image encoding and QCNN architecture, which
are described in the following sections.

C. Quantum Convolutional Layer

We implement a quantum convolutional layer structure
using the Random Layer subroutine, a type of general quantum
variational circuit [15]. For example, the diagrams of a 2× 2
convolution kernel circuit are shown in Fig. 2a, comprising 8
rotation gates and 3 control-Z gates. In the decoding phase, all
four qubits are measured using the Pauli-Z observable basis,
enabling the calculation of the expectation value representing
four copies of the convolved value after the 2×2 convolutional
operation, as illustrated in Fig. 2b.

Fig. 2: (a) An example of a 2× 2 convolution kernel circuit.
(b) A diagram of decoding circuit of 4 qubits, where Uconv

indicates the convolutional unit. The four outputs represent the
copies of the convolved value from 4 inputs.

D. Qubit Comparison based on CNOT Gate

The CNOT gate can also be applied to compare base state
qubits by measuring the second qubit, as illustrated in Fig.3.



|ψ⟩ |ψ⟩

|ϕ⟩ |ψ⟩ ⊕ |ϕ⟩

Fig. 3: Control NOT circuit

Fig. 4: (a) Brief diagram of Image Processing Circuit, where
loops are needed to convolve the entire image. (b) Image
comparison circuit diagram.

The evolution of the second qubit can be recognized as an
XOR gate in a classical circuit. This implies if |ψ⟩ = |ϕ⟩, the
final state being measured must be |0⟩; otherwise, the measure
will yield |1⟩.

III. APPROACH

A. Model

In classical convolutional neural networks, feature maps
generated by shallow layers usually contain detailed infor-
mation, such as edge feature. Inspired by classical methods,
this paper proposes two models as shown in Fig. 4, including
the following functions: (1) Image encoding, feature map
generation and decoding; (2) Classical binarization; and (3)
Binary image comparison. Also, the image encoding part
is shown as F1 and F2, representing the reference image
and distorted image, respectively. The specific details are
introduced as follows:

Image Encoding. To implement image processing in a
quantum machine, encoding images into specific forms that
can be stored in a series of quantum registers is the most
important part. In the model, we apply general angle encoding,
which is also known as qubit lattice image representation [16],
to process in QCNN. Given an image [Fi,j ]W×H , the quantum
state |f⟩ can be mapped as

|f⟩ = ⊗W×H
i,j cos(θi,j) |0⟩+ sin(θi,j) |1⟩ . (3)

Where it can theoretically encode an image with the di-
mensions of width(W ) × height(H), and θ represents the

n n|0⟩ Ry(θi)

Fig. 5: Angle encoding circuit

(a) cascade Cx (b) simulation

Fig. 6: Cascade control-NOT structure with 3 × 2 qubit and
corresponding simulation result.

normalized pixel value within the range [0, π2 ]. For clarity, the
value of θi,j can be formulated as follows,

θi,j =
Fi,j ∗ π
255 ∗ 2

. (4)

In our approach, we implement encoding through the
Rotation-Y gate, as discussed in the background section and
illustrated in Fig. 5. The parameter θi represents each pixel
being encoded. We encode distorted images and reference
images in two groups to ensure they are applied in the same
model, as the model may vary when different initial weights
are used in the convolutional layers.

Feature Map Generating and Decoding. In the feature map
generation part, inspired by the convolutional layer in the
renowned classical CNN, MobileNetV2 [17], we implement
the quantum 3 × 3 convolutional circuit with a stride of 2.
We also modify the input size from 224 × 224, which is the
original input size in MobileNetV2, to 33× 33, necessitating
extra padding of 1 since we set our image size to 32×32 to fit
the performance on a single PC. To generate the feature map,
we apply N layers to extract the feature, where N = 1, 2, 3
(more than 4 layers could include more semantic information
that is redundant for edge detection), and adjust it through
the measurement of image comparison. In Fig. 4, the Conv
part represents a block of loops to perform the convolution
operation throughout the image since a convolutional circuit
can output only one value. We also set the seed to default to
avoid randomly generating circuits in each loop, ensuring that
our experimental results are consistent.

Binarization. Prior to engaging in the pattern comparison
phase, image binarization must be applied to meet the re-
quirements of the binary input in the comparison circuit. For
convenience, we inverted the pixel value of the image and
then applied the embedded threshold function supported by
OpenCV. This approach has the added advantage of making
the object shape much clearer with a high threshold.

Comparing Pattern. In pattern comparison, a Cascade
CNOT structure is applied to compare the extracted specific
features. As shown in Fig. 4b and Fig. 6a, the initialization
part primarily consists of Pauli-X gates when the input pixel
value is 255. After measurements, we only consider the output
state |meas⟩, as shown in Fig. 6b.



Fig. 7: (a) Resized images due to the requirements of image encoding. (b) Feature map visualization extracted by quantum
convolutional layer.

After measurement, we calculate the similarity ratio (SR)
using the equation,

SR =
number of 0s in |meas⟩

length(|meas⟩)
, (5)

where the similarity ratio represents the similarity between the
edge pattern of the distorted image and the reference image.
The SR value illustrates the capability of the model to detect
distorted edges.

B. Datasets

The KADID-10k dataset [18] comprises 81 reference im-
ages and includes 7 categories of distortions, including blurs,
color distortions, compression, noise, brightness change, spa-
tial distortions, and sharpness and contrast. Each image is
subjected to 25 distortion types with 5 levels to represent
the intensity of distortions. With a total of 10,125 distorted
images, this dataset can be utilized to verify our model’s robust
capability to extract various types of distortion feature.

IV. RESULT

In the image encoding, we resize each image from the size
of (512, 384) to (32, 32), as shown in Fig 7a. After encoding
the image to amplitude information in the Rotation-Y gate,
we exploit a single 3 × 3 quantum convolutional circuit with
a single padding and stride length of 2 to generate the feature
map and then decode them at the output. The total of 9 outputs
are obtained, however, we only choose the best one for the
visualization, shown as Fig. 7b.

We can see from the figure that it is evident that the basic
shape features are included. Then we apply the distorted image
and reference image to the binarization operation in OpenCV
to generate the binary images containing only pixel values of 0

Fig. 8: Comparison between reference image and high sharp
distortion image in level 5.

and 255. Since the binary images are best fit for the functions
of Cascade CNOT gates mentioned earlier, we re-encode the
image to a quantum state, where the state vector contains only
the probability amplitude of 0 and 1. The binary images of the
reference image and high sharp distortion image, along with
a simply subtracted image, are shown in Fig. 8.

After going through the comparison circuit, we measure
the results and calculate the pixel similarity ratio, as shown
in Fig. 9 (green color). As the level increases, the capability
would drop, but it still maintains a high similarity ratio close
to 93% for the level 5 distortion. In addition, we compare
existing edge detection methods, including classical Sobel
[19], Canny [20], the Quantum Hadamard Edge Detection
Method (QHED) [10], and the classical CNN-based Unet
image segmentation model [21] with our QCNN-based model
on five levels of high-sharpen image. To ensure that they share
the same experimental settings, we apply the same image
dimension of 16 × 16. Note that we implement a pre-trained
Unet model from the Tensorflow library [22]. The Unet output
is further downgraded to the size of 16× 16 to keep the same
experimental settings. All the outputs of different methods



Fig. 9: Comparison with existing methods using high-sharpen
distorted image with five levels.

go through the binarization and comparison procedure in our
quantum circuit; the results are shown in Fig. 9. Note that we
obtain an average similarity ratio of 97.19%, as shown in the
inset table, indicating that our method is highly competitive
among the existing methods.

Furthermore, we conduct several evaluations on various
types of distortions and noise to assess the robustness and
effectiveness of our method. These evaluations include tests on
blurs, color distortions, compression artifacts, noise, brightness
changes, spatial distortions, and variations in sharpness and
contrast. The comprehensive results of these evaluations are
presented in TABLE I, demonstrating the method’s capability
to handle a wide range of distortion types and maintain high
performance across different scenarios.

From the table, it is evident that our method is robust in
detecting the edges of blurred, compressed, noised, spatially
distorted, high-sharpness, and high-contrast images. However,
it still exhibits limited performance on color-distorted and
brightness-changed images. This indicates that while our ap-
proach is effective for a wide range of distortions, there
are specific areas, such as color and brightness variations,
where further improvements are needed to enhance the overall
robustness and accuracy of the method.

V. DISCUSSION

In this paper, we present an approach inspired by the
classical convolutional layer to combine the quantum con-
volutional layer with edge feature extraction. This method
leverages quantum computing and feature maps generated
by shallow layers to extract edge features. Additionally, we
apply an image pixel comparison structure for binary images
to compare the distorted pattern with the reference pattern,
verifying the model’s ability to extract edge features. Our test
results analyze the relationship between the similarity ratio and
distortion intensity levels, and we evaluate the compatibility
of applying different types of distortion to the image. We

TABLE I: Distortion types

Category Type AvgSR
Blur Gaussian blur 98.43%

Lens blur 97.98%
Motion blur 99.24%

Color distortions Color diffusion 88.36%
Color shift 98.61%

Color quantization 95.82%
Color saturation 1 84.10%
Color saturation 2 91.26%

Compression JPEG2000 99.21%
JPEG 99.25%

Noise White noise 99.60%
White noise in color component 99.60%

Impulse noise 99.71%
Multiplicative noise 99.61%

Denoise 97.49%
Brightness change Brighten 73.33%

Darken 83.76%
Mean shift 92.28%

Spatial distortions Jitter 97.15%
Non-eccentricity patch 99.29%

Pixelate 98.66%
Quantization 93.75%
Color block 98.39%

Sharpness and contrast High sharpen 94.48%
Contrast change 97.29%

achieve a high average similarity ratio ranging from 73.33%
to 99.71%. Furthermore, our method demonstrates an average
similarity ratio of 97.19% compared to other existing edge
detection algorithms. However, due to the computational load
on a single PC, several aspects remain unexplored.

First, experiments on a larger scale are necessary. Edge
features are clearer on a larger scale, as seen in many classical
CNN models with large input sizes, such as the original input
size of 214×214 in MobileNetV2. Additionally, convolutional
kernel size, strides, and paddings could significantly impact
the modeling of the QCNN circuit. Secondly, experiments
on 3-channel images are required. Our current experiments
are based on grayscale images, which are essentially single-
channel images. However, different color spaces such as RGB,
YCbCr, and HSV exist, and the quantum encoded values vary
in these color spaces, potentially generating different results.

Our QCNN approach demonstrates superior performance
in low-scale feature extraction compared to some classical
methods in simulation. However, as the image dimension
increases, implementing our method in physical devices be-
comes challenging due to the significant increase in the depth
of the quantum circuit and the number of qubits required.
Further exploration is needed in this area. Additionally, in this
research work, we compare the performance of QCNN with
the classical Unet-based edge detection approach. Comparing
the performance of QCNN with other classical CNN or
deep learning-based methods remains a broad field for future
research. In our future work, we will focus on addressing the
aforementioned challenges and limitations to further verify the
performance of our model.
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