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Abstract

A technique to detect and realize a parity logic function using a linear number of spectral coefficients is presented. Recent advances in computation methods for the spectra of a Boolean function have resulted in the determination of a single coefficient very efficiently. The use of a small set of spectral coefficients offers low cost and attractive alternatives to more traditional digital logic design and analysis techniques when coupled with the use of the new spectral computation approach. The detection and realization of the class of parity functions is an important problem since it generally requires the computation of \(2^n\) Walsh coefficients when spectral methods are used, or, extensive symbolic algebraic manipulation when other methods are used. The method presented in this paper only requires the computation of \(n + 2\) Walsh coefficients and \(n + 1\) non-Walsh coefficients to detect and realize a parity function.

1 Introduction

With the recent advent of an efficient method for the computation of a single spectral coefficient of a Boolean function comes a renewed interest in the use of these quantities for circuit design and analysis tasks [1]. In particular, methods that use a small subset of spectral coefficients are especially attractive since the computational efficiency provided by the new calculation technique is augmented by reducing the amount of storage required and the number of times the computation is performed. This paper provides a methodology for detecting and realizing the class of logic functions that compute the parity of a set of literals. This class of functions is usually difficult to detect efficiently when common graphical or symbolic approaches to logic analysis and design are applied.

The spectrum of a Boolean function is defined as a vector of integer values obtained through the linear mapping of a specific transformation matrix. Common transformation matrices include the Reed-Muller transformation matrix [2], or the Walsh family of matrices such as the Rademacher-Walsh or Hadamard [3]. As developed in [4], each row of the transformation matrix may be considered to be the output vector of a logic function, and thus the transformation matrices may be viewed as being composed of a collection of logic functions, called "constituent functions". Using this viewpoint, a general transformation matrix may be constructed with any arbitrary set of constituent functions. In this paper, we use \(n + 2\) Walsh coefficients to detect whether a given \(n\)-variable function may be realized as a parity circuit and \(n + 1\) general spectral coefficients to determine the characteristics necessary for the actual realization.

The particular set of coefficients used to detect the parity function are the \(0^b\) and \(1^b\) ordered Walsh coefficients and a single \(i^b\) ordered Walsh coefficient, where \(i\) may range from 2 to \(n\). The \(0^b\) and \(1^b\) ordered Walsh coefficients are usually referred to as the Chow parameters in recognition of the work in [5] although the original definition differs slightly from that originally defined by Chow. The realization portion of this process uses \(n + 1\) spectral coefficients corresponding to constituent functions that are not used in any of the common transformation matrices.

This problem has great practical importance when spectral coefficients are used to synthesize a logic cir-
circuit. The advent of methods to compute spectral coefficients with a complexity generally much less than $O(2^n)$ has provided the motivation for the investigation into the use of the coefficients for logic synthesis. However, regardless of the efficiency of the computation of the coefficients, if all $2^n$ are required, the synthesis algorithm will not prove to be practical. Since the Chow parameters correspond to the simplest set of constituent functions, it is interesting to try to exploit the information they provide to solve digital logic problems. We are currently working on a synthesis methodology that uses a reduced set of spectral coefficients including the Chow parameters. The particular technique that is the subject of this paper arose from this investigation and is a solution to a ‘sub-problem’ encountered in the development of the synthesis technique. Specifically, when the Chow parameters are all zero-valued, particular difficulties arise since algebraic sign information is not present and some variables could be redundant. In this paper we show that all parity functions have zero-valued Chow parameters, however the converse of this statement is not necessarily true. In order to detect whether a logic function is a parity function or not, we compute an $2^n$ ordered Walsh coefficient that is determined by the properties of the additional $n+1$ non-Walsh coefficients. If the detection criteria indicates the presence of a parity function, we then realize it since the additional $n+1$ non-Walsh coefficients can be used to determine the redundant inputs and the output polarity of the the circuit.

Many logic circuit optimizers require a structural input and provide an output that is also in a netlist form. Recently, some efficient spectral computation methods have been proposed that use BDDs as input [1] [6] [7] [8]. However, if the circuit is in the form of a netlist initially, it may be more work to obtain a suitable variable ordering and then build a BDD representation than it would be to compute the spectral coefficients directly from the netlist. In addition, some logic functions require an exponential number of BDD vertices versus a much smaller netlist. For these classes of circuits, the use of an efficient spectral computation technique using a structural input such as that described in [9] is clearly advantageous.

The remainder of this paper is organized as follows. Section 2 contains a brief discussion of the notation and definitions used in this development. Section 3 contains the mathematical results used for the detection and realization of parity functions using the small set of spectral coefficients. In Section 4, these results are summarized in an algorithmic form suitable for implementation as a computer program and an illustrative example is provided. Finally, Section 5 provides the conclusions of this work and indicates some related areas of future research.

2 Notation and Definitions

The formulation of the efficient method for computing spectral coefficients requires alternative definitions and notation than is typically used when discussing Boolean function spectra [1]. In order to present these results in a manner compatible with the efficient calculation technique, the same notation is used in the remainder of this paper.

- $n$ is the number of variables in a Boolean function.
- Small case variables such as $x_0$, $x_1$, etc. denote Boolean variables that have logic values of ”1” or ”0”.
- The operator symbol, ”+”, will refer to the Boolean OR function or the addition of real numbers depending upon the context of the equation in which it is used.
- The operator symbol, ”-”, will refer to the Boolean AND operation. The absence of an operator between two adjacent values in a Boolean equation implies the presence of the ’-” operator.
- The operator symbol, ”@”, will refer to the Boolean XOR operation.
- The spectral coefficient of a function, $f$, with respect to a constituent function, $f_c$, is denoted as $S_f[f_c]$.
- $N_m$ is an integer value that indicates the number of times two functions yield the same output value for all possible input combinations. Likewise, $N_{mm}$ is the number of times the outputs differ thus $N_m + N_{mm} = 2^n$.
- A Boolean function is said to be degenerate if its output is independent of one or more of its inputs.
- A particular Boolean function input is said to be redundant if its value does not affect the output.
- A Boolean function that may be formed as the XOR of some or all of its single literals is referred to as a parity function in the remainder of this paper. In mathematical terms, the parity function has the form:

$$f(x) = a_1 x_1 \oplus a_2 x_2 \oplus \cdots \oplus a_n x_n \quad (1)$$
where 
\[ a_i \in \{0,1\} \]  
(2)

and \( \hat{x}_i \) denotes \( x_i \) may or may not be inverted.

There are varying definitions of the spectrum of a Boolean function. The different spectra are classified based upon the transformation matrices used to compute them. As discussed in [4], the transformation matrices may be viewed as a collection of "constituent" functions whose output vectors are used as row vectors in the transformation matrix. Most of the commonly used transformation matrices always include constituent functions that correspond to the constant function (either \( f_{ci} = 0 \), or, \( f_{ci} = 1 \)) and functions that are equal to each primary input (\( f_{ci} = x_i \) for \( i = 1 \ldots n \)). This set of spectral coefficients form the Chow parameters [5]. As an example, the following transformation matrix could be used to compute the Chow parameters of a three-input function:

\[
\begin{bmatrix}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
x_1 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 1 \\
x_2 & 0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 & 1 & 1 \\
x_3 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1
\end{bmatrix}
\]

Notice that the constituent functions corresponding to each row vector of the transformation matrix are shown to the left of the matrix. As an example of the calculation of the Chow parameters, consider the circuit whose logic diagram is shown in Figure 1.

![Figure 1: Logic Circuit Example for Chow Parameter Computation](image)

The computation in Equation 3 is representative of the original definition of the Chow parameters as given in [5]. In this form, the Chow parameters yield information regarding the total number of minterms present in the circuit's logic equation (given by the coefficient corresponding to \( f_{ci} = 1 \)), and the number of minterms in which each primary input, \( x_i \), appears in an uncomplemented form (given by each respective \( f_{ci} = x_i \)).

The family of Walsh transformation matrices are more general than the matrix used in Equation 3 in that they contain only the real values of 1 and -1. The logic "1" values are replaced with -1 and the logic "0" values are replaced with +1 in the formation of these matrices. This allows the -1 products in the evaluation of the inner products to accumulate thus providing more information about the function being transformed. This form causes the spectral coefficients to lie in the range \([-2^n, 2^n]\) and it has the desirable feature that the coefficient corresponding to a particular \( x_i \) is always zero-valued if that \( x_i \) is a redundant input. However, the fact that a particular coefficient is computed to be 0 does not necessarily imply that the corresponding \( x_i \) is redundant. This property is formally proven in the work given in [10]. The fact that degenerate functions will always have at least one zero-valued Chow parameter is used in the method we develop here, thus, in the remainder of this paper we assume the Chow parameters are computed using this form. As an example, the Chow parameters computed in Equation 3 would become:

\[
\begin{bmatrix}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & -1 & -1 & -1 & -1 & -1 & -1 & -1 \\
1 & -1 & -1 & -1 & 1 & -1 & 1 & -1 & 1 & -1 & 1 \\
1 & -1 & 1 & -1 & 1 & -1 & 1 & -1 & 1 & -1 & 1
\end{bmatrix}
\begin{bmatrix}
1 \\
1 \\
1 \\
1
\end{bmatrix}
= 
\begin{bmatrix}
2 \\
-2 \\
2 \\
-2
\end{bmatrix}
\]

(4)

It is useful to see that the original form of the Chow parameters can be used to compute the form in Equation 4 directly. Note that the 0\(i^{th}\)-ordered spectral coefficient in Equation 3 corresponds to the constituent function, \( f_{ci} = 1 \), while the same spectral coefficient in Equation 4 corresponds to \( f_{ci} = 0 \). In order to define algebraic relationships between the form of the Chow parameters in Equations 3 and 4, we will denote them as \( \{C_j[f_{c_1}], C_j[f_{c_2}], \ldots, C_j[f_{c_n}]\} \) and \( \{S_j[f_{c_1}], S_j[f_{c_2}], \ldots, S_j[f_{c_n}]\} \) respectively. The relationships are given as:

\[
S_j[f_{c_1}] = 2^n - 2C_j[f_{c_1}]
\]

(5)
3 Mathematical Basis for the Technique

This section provides a discussion and a derivation of the results used to develop the parity function detection and realization technique. First, we show that a necessary condition for a function to be considered a candidate for realization as a parity circuit is that all of its Chow parameters must be zero-valued. Next, we state the obvious fact that the spectral coefficient of the candidate function with respect to a constituent function describing the parity circuit must have the value of $2^n$. Finally, we show how the additional $n+1$ non-Walsh coefficients can be used to determine which parity circuit is a probable candidate to use for realizing the logic function.

It has been shown that the Chow parameters can provide information regarding input and output inversions and variable permutations for an $NPN$-equivalent class of functions [11]. Unfortunately, this information cannot be exploited for the class of parity functions because all of the Chow parameters are zero valued for this group. However, the fact that all of the Chow parameters are necessarily zero valued can be used to determine if a given logic function is suitable for realization as a parity function. In order to formulate a detection technique for parity functions, we prove that for any possible parity function the Chow parameters must be zero valued.

The first rather obvious result concerns the identification of inverted literals. Lemma 1 can be used to show that all parity functions may be represented by two unique forms regardless of the polarity of the literals. This Lemma may be used to disregard the task of determining individual polarities of literals, and instead, translates the problem to the determination of whether or not the output of the parity circuit should be inverted.

**Lemma 1** All non-degenerate parity functions are equivalent to the following even or odd parity functions regardless of the polarity of the input literals.

\[ f_1 = x_1 \oplus x_2 \oplus \cdots \oplus x_n \]

or,

\[ f_2 = \overline{x_1} \oplus \overline{x_2} \oplus \cdots \oplus \overline{x_n} \]

**Proof:** The non-degenerate parity functions simply compute the even (or odd) parity of the inputs. If a single input is inverted, the corresponding overall parity bit is inverted since \( x \oplus \overline{x} = 1 \). Hence, the function represented by \( f_1 \) initially may now be represented by \( f_2 \) (and vice versa). If an even number of inputs are inverted, the original function remains the same since \( \overline{x_1} \oplus \overline{x_2} \oplus \cdots \oplus \overline{x_m} \oplus x_{m+1} \oplus \cdots \oplus x_n = x_1 \oplus x_2 \oplus x_3 \oplus \cdots \oplus x_m \oplus x_{m+1} \oplus \cdots \oplus x_n \)

for \( m \) even. Conversely,

\[ \overline{x_1} \oplus \overline{x_2} \oplus \cdots \oplus \overline{x_m} \oplus x_{m+1} \oplus \cdots \oplus x_n = x_1 \oplus x_2 \oplus x_3 \oplus \cdots \oplus x_m \oplus x_{m+1} \oplus \cdots \oplus x_n \]

for \( m \) odd. \( \square \)

The following result proves that a necessary condition for a given logic function to be realized as a parity circuit is that all Chow parameters must be zero-valued.

**Lemma 2** A parity function always has a "0"-valued 0\textsuperscript{th}-order Chow parameter.

**Proof:** Consider a non-degenerate, non-inverted parity function. The output of this function is the even parity bit of all inputs. The 0\textsuperscript{th}-order Chow parameter may be defined as the difference of the number of function outputs at logic "0" and those at logic "1". Thus, for this spectral coefficient to equal 0, half of all possible input terms should have even parity with the remaining half having odd parity. Therefore, the lemma is proved upon the condition that for all possible binary strings of \( n \) bits, half of the even number of 1s and half have an odd number of 1s.

The number of binary strings containing an even number of bits may be computed as:

\[ n_{\text{even}} = \left( \begin{array}{c} n \\ 0 \end{array} \right) + \left( \begin{array}{c} n \\ 2 \end{array} \right) + \cdots + \left( \begin{array}{c} n \\ 2^{\left\lfloor \frac{n}{2} \right\rfloor} \end{array} \right) \] (9)

Likewise, the number of possible binary strings of length \( n \) with odd parity is:

\[ n_{\text{odd}} = \left( \begin{array}{c} n \\ 1 \end{array} \right) + \left( \begin{array}{c} n \\ 3 \end{array} \right) + \cdots + \left( \begin{array}{c} n \\ 2^{\left\lfloor \frac{n}{2} \right\rfloor} + 1 \end{array} \right) \] (10)

Note that,

\[ n_{\text{even}} + n_{\text{odd}} = \sum_{i=0}^{n} \left( \begin{array}{c} n \\ i \end{array} \right) = 2^n \] (11)

From the Binomial Theorem:

\[ (1-1)^n = 0 = \left( \begin{array}{c} n \\ 0 \end{array} \right) - \left( \begin{array}{c} n \\ 1 \end{array} \right) + \left( \begin{array}{c} n \\ 2 \end{array} \right) - \cdots + (-1)^n \left( \begin{array}{c} n \\ n \end{array} \right) \] (13)
Or equivalently,

\[
\binom{n}{0} + \binom{n}{2} + \ldots + \binom{n}{\lfloor \frac{n}{2} \rfloor} = \binom{n}{1} + \binom{n}{3} + \ldots + \binom{n}{\lfloor \frac{n}{2} \rfloor + 1}
\]  

(14)

Using the definitions of \(n_{\text{even}}\) and \(n_{\text{odd}}\) in Equations 9 and 10 and substituting into Equation 14, we see that

\[n_{\text{even}} = n_{\text{odd}}\]  

(15)

Solving for \(n_{\text{even}}\) and \(n_{\text{odd}}\) simultaneously using Equations 15 and 11 yields the result:

\[n_{\text{even}} = n_{\text{odd}} = 2^{n-1}\]  

(16)

Therefore, the \(0^\text{th}\)-ordered Chow parameter is:

\[S_0 = n_{\text{even}} - n_{\text{odd}} = 2^{n-1} - 2^{n-1} = 0\]  

(17)

The non-degenerate, inverted parity function case also holds for this lemma since the only change is that the \(n_{\text{even}}\) minterms produce a logic "1" output and the \(n_{\text{odd}}\) terms produce a logic "0" output. In the most general case, a degenerate parity function, the lemma also holds. Consider a parity function of \(m\) variables with 1 redundant input. If all \(2^n\) minterms are tabulated and the redundant input is removed, the list becomes the concatenation of 2 lists of all possible minterms of length \(m-1\). Thus, substituting \(m-1\) for \(n_{\text{even}}\) and \(n_{\text{odd}}\) in Equation 17 will result in a 0-valued, \(0^\text{th}\)-ordered Chow parameter. Further, by induction, the same argument may be applied for degenerate functions with more than 1 redundant input.

The following lemma shows that all of the \(1^\text{st}\) ordered Walsh coefficients must have a value of zero for a parity function.

**Lemma 3** All Chow parameters of a parity function are zero-valued.

**Proof:** Consider the \(i^\text{th}\) Chow parameter corresponding to the spectral coefficient formed by using the constituent function, \(f_i = x_i\). If the \(x_i\) input and the first input, \(x_1\), are interchanged and the resulting minterms are (and corresponding function outputs) are rewritten in ascending order, the first \(2^{n-1}\) minterms correspond to \(x_i = 0\) and the remaining \(2^{n-1}\) minterms correspond to \(x_i = 1\).

Using the results of Lemma 1, it is apparent that each subset produces an equal number of "1" and "0" outputs. Thus, the number of output values matching the \(x_i\) input is \(2^{n-1}\) in each subset. The total number of outputs that match \(x_i\) (denoted by \(N_m\)) is:

\[N_m = 2^{n-2} + 2^{n-2} = 2^{n-1}\]  

(18)

It is shown in [4] that any spectral coefficient may be computed as:

\[S_f[f_i(x)] = 2N_m - 2^n\]  

(19)

Substituting Equation 18 into Equation 19 yields:

\[S_f[f_i(x)] = 2(2^{n-1}) - 2^n = 0\]  

(20)

\(\square\)

The previous lemmas have proven that a necessary condition is that a parity function will always have 0-valued Chow parameters. However, the presence of a set of 0-valued Chow parameters is not sufficient to guarantee that the corresponding function may be realized as a parity function. As an example consider the function given in Equation 21.

\[f(x) = x_1 \oplus x_3 \oplus x_2 x_4\]  

(21)

Clearly, Equation 21 cannot be represented by a parity function as defined in this paper, but it does have all zero-valued Chow parameters. The following derivations show how a set of non-Walsh spectral coefficients may be used to determine a candidate parity function that may possibly realize the original logic function. Once the parity function is determined, it is used as a constituent function for the calculation of one additional spectral coefficient. If this spectral coefficient has a value of \(||2^n||\), the function is realized. If the value of the additional coefficient is not \(||2^n||\), the candidate logic function is not in the class of parity functions. It should be noted that all higher ordered Walsh coefficients utilize constituent functions that are parity functions. Therefore this method indicates which of the higher ordered Walsh coefficients should be computed to determine if a parity circuit can be used for the realization.

The application of traditional Walsh type spectral computations require the computation of \(2^n\) coefficients in to find the suitable parity function. However, by determining two additional facts about the logic function under consideration, we can determine which Walsh spectral coefficient is needed before resorting to computing the entire spectrum. The two additional facts are needed to uniquely identify the exact form of the function are:

- Determination of which (if any) inputs are redundant
Determination of whether or not the output of the parity function should be inverted. This determination indicates whether an odd or even parity function will be used.

The following lemmas show that the two criteria given in the preceding may determined by examining the properties of $n+1$ non-Walsh spectral coefficients.

Lemma 4 The set of $n+1$ spectral coefficients computed using the following constituent functions:

\[ f_{cn0} = x_1 x_2 \cdots x_n \]
\[ f_{cn1} = \overline{x}_1 x_2 \cdots x_n \]
\[ f_{cn2} = x_1 \overline{x}_2 \cdots x_n \]
\[ \vdots \]
\[ f_{cnn} = x_1 x_2 \cdots \overline{x}_n \]

with respect to a parity function, always have a magnitude of $\|2\|$.

Proof: From Lemma 3, the $2^n$ minterms may always be rewritten to form two disjoint subsets with only the $x_i$ input differing in value. Since the parity function output is a parity value, the output will always result in different values when the two minterms that differ only in $x_i$ are used as input.

The output vector of the $f_{cn1}$ functions given in the lemma always contain $2^n - 1$ logic "1" values and a single logic "0" value since the $f_{cn1}$ functions are a single minterm. In terms of the number of matching values in the output vector of the parity function and the output vector of the constituent function, two cases arise. In the first case, the singular output logic value of "1" of the constituent function matches a logic "1" value on the output vector of the parity function. It follows that the $2^n - 1$ logic "0" output values of the parity function match the $2^n - 1$ logic "0" values in the output vector of the constituent function. The total number of matching values becomes:

\[ N_m = 2^n - 1 + 1 \]  \hspace{1cm} (22)

Substituting this result into Equation 19, the corresponding spectral coefficient is computed as:

\[ S_f[f_c(x)] = 2(2^n - 1) - 2^n = 2 \]  \hspace{1cm} (23)

In the other case, the single logic "1" output value of the constituent function mismatches with a logic "0" output of the parity function and the remaining $2^n - 1$ logic "0" outputs of the parity function match with logic "0" output values of the constituent function. Thus, the total number of matches in this case becomes:

\[ N_m = 2^n - 1 \]  \hspace{1cm} (24)

Substituting this result into Equation 19, the corresponding spectral coefficient is computed as:

\[ S_f[f_c(x)] = 2(2^n - 1) - 2^n = -2 \]  \hspace{1cm} (25)

Lemma 5 If a parity function has a redundant input, $x_i$, then

\[ S_f[x_1 x_2 \cdots x_i \cdots x_n] = S_f[x_1 x_2 \cdots \overline{x}_i \cdots x_n] \]  \hspace{1cm} (26)

Proof: Consider a parity function with a single redundant input, $x_i$. The output of the function is the same for the two inputs corresponding to $x_1 x_2 \cdots x_i \cdots x_n$ and $x_1 x_2 \cdots \overline{x}_i \cdots x_n$. Since by definition a parity function with a non-redundant $x_i$ input would compute differing parity values for these two constituent functions, if $S_f[x_1 x_2 \cdots x_i \cdots x_n] = S_f[x_1 x_2 \cdots \overline{x}_i \cdots x_n]$, the $x_i$ input must be redundant.

The ramifications of Lemmas 4 and 5 are that redundant inputs may be determined by examining two of the additional spectral coefficients and noting whether or not they are identical, and, that the values of the additional coefficients may be determined by simply evaluating the function output for $n+1$ minterms. Specifically, the $n+1$ minterms are those given by the additional constituent functions. Since it is proven that they will produce spectral values of $\|2\|$, it is only necessary to determine the arithmetic sign. The arithmetic sign is negative if the function is evaluated to be a logic "0", and it is positive if the function is evaluated to be a logic "1" for a particular constituent function.

Using these results, the output polarity and the redundant inputs can be identified. Therefore, a unique candidate parity function is specified. Since the presence of zero valued Chow parameters is only a necessary condition for allowing a logic function to be represented as a parity circuit, it must be determined if the candidate parity function does indeed represent the initial logic function. This determination is easily carried out by computing an additional spectral coefficient using the candidate parity function as a constituent function. The well documented properties of spectral coefficients dictate that this coefficient must have a value of $2^n$ if the parity function does indeed realize the logic function.
4 Implementation

The results of the previous section show that any parity function may be represented by two distinct forms: function and that any redundant inputs are easily determined as well as whether the resulting parity should be even or odd. This information is determined by computing $2n + 3$ spectral coefficients. In algorithmic form the steps required to analyze a particular function are:

**Parity Function Detection and Realization Method**

**STEP 1** Determine function is a candidate by observing that all Chow parameters are zero-valued.

**STEP 2** Compute the additional $n + 1$ spectral coefficients. The additional coefficients may be computed using a spectrum calculation technique, or, by simply evaluating the function for $n + 1$ different inputs.

**STEP 3** Determine the total number of redundant inputs (if any) and count the number of non-redundant inputs, $N_{NR}$. This is accomplished by determining the number of spectral coefficients for the constituent functions:

- $f_{c1} = \overline{x_1}x_2 \ldots x_n$
- $f_{c2} = x_1\overline{x_2} \ldots x_n$
- ...
- $f_{cn} = x_1x_2 \ldots \overline{x_n}$

that have the same value as the spectral coefficient obtained by using the constituent function:

$f_{c0} = x_1x_2 \ldots x_n$

Then, $N_{NR}$ is the difference of this number and $n$, the total number of parity function inputs.

**STEP 4** If $N_{NR}$ is even and $S_f[x_1x_2 \ldots x_n] = 2$, the output of the candidate parity function should be inverted, otherwise it is not. Likewise, if $N_{NR}$ is odd and $S_f[x_1x_2 \ldots x_n] = -2$, the output of the parity function should be inverted, otherwise it is not.

**STEP 5** Compute the Walsh coefficient corresponding to the constituent function specified by the candidate parity function. If the value is $||2^k||$, the function may be realized as a parity function.

**STEP 6** For the final step, all redundant inputs identified in **STEP 3** are either left unused in the resulting function, or their corresponding inputs can be set to logic "0".

As an example consider the function whose structural representation is given in Figure 2. Application of the spectral coefficient calculation algorithm given in [9] results in the set of 6 Chow parameters. Upon examination, it is noted that all of the Chow parameters are zero-valued. By Lemma 1 it is seen that this function may be represented by a parity function. Once this observation has been made, the additional $n + 1$ coefficients are determined by observing the output of the logic function when inputs correspond to the minterms defined by the $n + 1$ additional constituent functions. Table 1 contains the Chow parameters and the additional spectral coefficients. The output of the function is shown for the additional spectral values to illustrate how the values may be obtained by simply evaluating the circuit output. Since the spectral values will have a magnitude of $||2^k||$, the resulting function outputs dictate the arithmetic sign. The constituent functions are denoted by $f_c(x)$, the output of the function being transformed is denoted by $f(x)$, and, the corresponding spectral coefficients are labeled as $S_f(f_c)$.

![Figure 2: Example Logic Circuit for Parity Function Analysis](image-url)
Table 1: Spectral Coefficients for the Example Circuit

<table>
<thead>
<tr>
<th>$f_i(x)$</th>
<th>$f(x)$</th>
<th>$S(f_i)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>$x_1$</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>$x_2$</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>$x_3$</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>$x_4$</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>$x_5$</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>$x_1 \oplus x_2 \oplus x_3 \oplus x_4 \oplus x_5$</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>$x_1 \bar{x}_2 x_3 \bar{x}_4 x_5$</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>$x_1 \bar{x}_2 x_3 x_4 x_5$</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>$x_1 \bar{x}_2 x_3 \bar{x}_4 x_5$</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>$x_1 x_2 \bar{x}_3 x_4 x_5$</td>
<td>0</td>
<td>-2</td>
</tr>
<tr>
<td>$x_1 x_2 \bar{x}_3 \bar{x}_4 x_5$</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>$x_1 x_2 x_3 \bar{x}_4 \bar{x}_5$</td>
<td>0</td>
<td>-2</td>
</tr>
</tbody>
</table>

Next, it is noted that the value of $N_{NR}$ is even and that $S(x_1 x_2 x_3 \bar{x}_4 x_5) = 2$, thus step 4 of the method given in the preceding indicates that the output of the function should be inverted. Now the circuit is completely identified to be equivalent to the odd parity function given in Equation 27 and the analysis is complete.

$$f = \overline{x_3} + x_5$$

(27)

This section has shown that the analysis and classification of parity functions may be easily accomplished by computing $2n + 3$ spectral coefficients. The initial $n + 1$ coefficients are the Chow parameters. When the Chow parameters are all 0-valued and the $i^{th}$ Walsh coefficient has a value of $2^i$, a parity function is indicated. The additional $n + 1$ spectral coefficients are computed to determine the candidate parity function. In addition, they indicate which inputs are redundant and whether the output of parity function should be inverted. Further, the additional $n + 1$ coefficients may be easily determined by evaluating the function to be classified for $n + 1$ minterms.

5 Conclusion

This paper has presented a methodology for the detection and realization of parity functions by using a small subset of spectral coefficients. In the past, such methodologies were overlooked due to the high computational cost of computing spectral coefficients. Due to recent advances in the computation of the spectrum of a Boolean function, approaches such as these provide a viable means for using spectral quantities in digital systems engineering tasks. This result is useful since this particular class of logic functions is quite difficult to handle using traditional spectral transformation matrices or other methods such as graphically or symbolically based techniques.

We have shown that by computing $2n + 3$ spectral coefficients, degenerate parity functions may be realized in one of two distinct forms. Further, the $n + 1$ non-Walsh type spectral coefficients utilize very simple constituent functions and therefore their computation is reduced to simply evaluating the output of the function for $n + 1$ inputs.

Finally, the technique presented in this paper is very general in that it may be used with a variety of input representations. All that is required is some means to compute the coefficients thus, any type of suitable input may be used, either a structural or a functional representation is sufficient.
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