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Reversible logic synthesis is important for the design of conventional 
logic systems such as adiabatic logic and also for quantum logic sys-
tems since all quantum logic gates are necessarily reversible in nature. 
A framework is presented that improves reversible logic synthesis by 
employing a dynamically determined variable order for quantum multi-
ple-valued decision diagrams (QMDD). We demonstrate our approach 
through augmentation of the Miller-Maslov-Dueck (MMD) synthesis 
algorithm that processes the complete function specification in lexico-
graphical order with our technique. We represent and minimize the 
complete specification with the QMDD and then synthesize the func-
tion specification based on the minimized variable order. The frame-
work produces significantly smaller reversible circuits in many cases. 
Experimental results also show the effectiveness of using the QMDD 
size as a measure of the complexity of MVL and binary reversible  
circuits.

Keywords: Reversible logic synthesis; quantum multiple-valued decision 
diagrams.

1  INTRODUCTION

The extensive research interest in reversible logic synthesis is motivated 
by its potential for quantum computing applications and low power cir-
cuit design. Quantum computing has been actively pursued for the past 
few decades due to its potential to achieve exponential speed up for  
some intractable problems such as prime factoring [1] and searching [2]. 

166D_MVLSC.indd   1 1/2/2012   10:21:56 AM



2	 D. Y. Feinstein and M. A. Thornton

Quantum devices are necessarily logically and physically reversible logic 
where there is no fan-out, fan-in, or any feedback. Pioneering work by 
Landauer, Bennett, Fredkin, and Toffoli investigated the potential of 
reversible logic to create circuits that theoretically eliminate power dis-
sipation [3, 4, 5, 6]. The process of synthesizing reversible circuits with 
some desired functionality results in a serial cascade of a variety of basic 
reversible gates. The synthesis objective is to minimize the number of 
required gates while also keeping garbage outputs and ancillary inputs to 
a minimum [7].

Synthesis of reversible circuits is significantly more difficult than con-
ventional logic synthesis as evidenced by the fact that current synthesizers 
are limited to circuits with less than 20 inputs. Furthermore, optimal syn-
thesis has been achieved only for much smaller circuits with very few inputs 
[8]. Synthesis is significantly more difficult for multiple-valued logic 
(MVL) reversible circuits [9]. Numerous synthesis paradigms have been 
proposed, including search-based [10, 11], template matching [12, 13], for-
mal methods using SAT [14], group theory and symmetry based techniques 
[15], spectral methods [16], and non-search-based lexicographical 
approaches [17, 18]. Reversible logic synthesizers often use a combination 
of these techniques.

The MMD synthesis approach combines a fast non-search-based lexico-
graphic algorithm with a search-based template matching post processing 
phase [17]. While the lexicographic synthesis algorithm is relatively fast and 
guarantees that a circuit will be synthesized, it often produces an excessively 
non-optimal circuit implementation. This paper proposes the framework we 
refer to as “QMDDsyn” that improves the lexicographic synthesis algorithm 
by adjusting the lexicographic order based on the best variable order obtained 
by the recently introduced quantum multiple-valued decision diagrams 
(QMDD) [19]. 

Several researchers have used other decision diagram techniques to deter-
mine the cost function during a search-based synthesis approach [9,10,20]. 
To the best of our knowledge, this research is the first to investigate the rela-
tion between the function specification variable order in a decision diagram 
and the circuit synthesis process. We demonstrate that while the QMDD deci-
sion diagram cannot provide a cost function for the reversible circuit com-
plexity, it can improve the synthesis by providing a minimized variable order 
for the circuit specification. 

This paper is organized as follows. In Section 2 we briefly discuss 
reversible logic, lexicographical reversible logic synthesis, and the QMDD 
structure. We discuss the theory regarding the relation of a circuit size and 
it related QMDD structure in Section 3. In Section 4 we describe our 
approach for the synthesis framework, and present the experimental results 
in Section 5. Conclusions and suggestions for further research appear in 
Section 6.
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2  PRELIMINARIES

2.1  Reversible Logic
Definitions and properties of reversible logic are provided as well as an intro-
duction to quantum multiple-valued decision diagrams (QMDD). More 
details are available in [4, 5, 19, 21].

Definition  1: A binary or MVL gate/circuit is logically reversible if it maps 
each input pattern to a unique output pattern. This mapping is defined by the 
transformation matrix of the circuit.	 □

For binary reversible logic, the transformation matrix is of the form of a 
permutation matrix. For quantum circuits, the transformation matrix is a uni-
tary matrix with complex-valued elements. An n × n reversible circuit with n 
inputs and n outputs requires a rn × rn transformation matrix, where r is the 
radix. The method we present in this paper is applicable to both binary revers-
ible logic circuits (r=2) and MVL circuits (r>2) since both the QMDD data 
structure and the MMD synthesis approach support MVL reversible logic 
circuits [9, 21]. A variety of basic reversible gates have been proposed in the 
past few decades.

Definition  2: An n-variable generalized Toffoli gate is an n × n reversible 
circuit that passes n-1 control lines without change and complements the 
remaining target line if, and only if, the control lines are asserted. We denote 
a n-variable Toffoli gate as TOF (x0,x1,…,xi-1,xi+1,…,xn-1;xi), where the target 
line xi is separated by a semicolon from the control lines.	 □

Note that any of the n lines of the gate can be specified as the single target 
line. Fig. 1 illustrates an n × n Toffoli gate. The n-1 control lines are denoted 
by filled circles while the target line Xi is marked by an open circle.

Many binary and MVL reversible gates have been proposed [22]. We use 
the cycle by one, the cycle by two and the self sift ternary gates for the MVL 
example circuits presented in this work. The transformation matrix of a cir-
cuit cascade is computed by multiplying the transformation matrices of the 
gates, starting with the rightmost gate.

Definition 3: The complete specification of a reversible function is defined 
as a listing of all output permutations of the function in a lexicographic order 
as represented by the function’s truth table.	 □

FIGURE 1
n-variable Toffoli reversible gate.
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The synthesis of a reversible circuit is a process that produces a gate cas-
cade implementing the complete specification while minimizing a cost func-
tion. From this point of view, it is crucial to use an appropriate metric for 
measuring the cost of the circuit. 

Definition 4: The quantum cost of a circuit C is the number of  
elementary quantum operations that are used to implement the complete 
specification [23].	 □

An important property of a reversible circuit implementing a given speci-
fication is that applying the required outputs to the inputs essentially trans-
forms the output into a lexicographic order. Therefore, taking two copies of 
the same reversible circuit and connecting one circuit’s inputs to the other 
circuit’s outputs implements the identity transformation matrix.

Definition 5: The trivial identity reversible circuit is a reversible circuit 
that implements the identity transformation matrix I.	 □

Any subsection (or sub-cascade) of a reversible circuit that (inadvertently) 
implements the identity transformation matrix I is redundant. For a cost func-
tion based on minimizing the total number of gates in the cascade, it is desir-
able to detect and remove such subsections.

Reversible logic circuits are implemented using universal set of gates called 
libraries. While we use the {NOT, Controlled-NOT, and Tofolli} (NCT) library 
in this paper, our results can be systematically applied to other libraries.

2.2  Lexicographic Reversible Logic Synthesis
Lexicographic reversible logic synthesizers inspect a complete logic circuit 
specification and for each input, implement a series of one or more reversible 
logic gates that translate the input assignments into the specified output 
assignments. The key idea is that the synthesizer proceeds in a lexicographic 
order along the specification and once an input-output transformation is 
made, it must not be changed again. The MMD synthesis approach was pro-
posed in [17] and an MVL version of the algorithm is described in [9]. The 
gates used by the MMD algorithm are from the NCTSF library. The MMD 
basic algorithm is bidirectional since the transformation proceeds simultane-
ously from the inputs to the outputs and from the outputs to the inputs. Such 
approaches may proceed in any order, and in the case of MMD, can proceed 
in orders from the top of the lexicographic list to the bottom, or vice versa. 
Lexicographic synthesizers are non-search based because they select the 
required translation gates for each output pattern without a search. This 
results in a relatively fast (although exponentially complex) algorithm which 
completes the synthesis of the rn patterns of the complete specification of an 
n × n function with O(nrn) complexity and is guaranteed to converge. These 
features of the MMD lexicographic synthesis method motivated us to use it 
as the basis for this research. 

In contrast, search-based synthesis algorithms have large time complexity in 
view of the search and associated backtracking. Kerntopf [11] offered a PPRM 
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heuristic algorithm for reversible logic synthesis using a complexity measure 
based on shared binary decision diagrams (BDD). However, experimental 
results indicate that such search-based algorithms are effective for small circuits 
with few inputs/outputs [9]. The MMD algorithm can produce a non-optimal 
circuit implementation. To mitigate this limitation, the generated circuit under-
goes a further minimization step using transformations based on template match-
ing [13]. Template matching can be time consuming as new potential matches 
may emerge after the completion of a prior match replacement. 

Another non-search based lexicographic reversible logic synthesis algo-
rithm was recently introduced in [18]. This algorithm scans the specification 
lexicographically, and iteratively exchanges pairs of minterms that are out of 
order in each step. It seems that this approach has limitations similar to those 
of the MMD algorithm, and that the proposed framework in this paper may 
be used to enhance this approach.

2.3  Quantum Multiple-valued Decision Diagrams 
The transformation matrix M of dimension rn × rn representing an MVL 
reversible/quantum logic circuit C with radix r can be partitioned as
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where each Mi element is a submatrix of dimension r rn n- -×1 1.  This parti-
tioning is exploited by the QMDD structure and is used to specify the circuit 
C in a compact form [19]. In a similar manner to a reduced ordered binary 
decision diagram (ROBDD) [24], a QMDD adheres to a fixed variable order-
ing and common substructures (representing submatrices) are shared. A 
QMDD has a single terminal vertex with value 1, and each edge in the QMDD, 
including the edge pointing to the start vertex, has an associated complex-
valued weight. 

Theorem 1: An rn×rn complex valued matrix M representing a reversible or 
quantum circuit has a unique (up to variable reordering or relabeling) QMDD 
representation.

Proof: A proof by induction based on the normalization of edge weights 
that is performed during the QMDD construction is detailed in [19].	 □

3  Circuit Complexity versus QMDD Size 

In this section we analyze the relation between the reversible logic circuit size 
and the number of nodes in the QMDD that represents the circuit.
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Lemma 1: Two equivalent reversible circuits composed of a different num-
ber of gates result in the same QMDD for a given variable ordering.

Proof: The proof results directly from the canonic property of QMDD of 
Theorem 1, and following the discussion in [25, 26].	 □

Let us assume that circuit C of s gates and circuit C’ of t gates are two 
implementations of the same function specification, where t>s. Since Lemma 
1 indicates that C and C’ are represented by the same QMDD, it is clear that 
the QMDD size cannot be used as a measure of circuit size complexity. A 
reversible circuit may even include partially redundant logic that artificially 
increases its size as shown in [28]. Furthermore, lemma 2 illustrates that an 
arbitrarily large section of a synthesized circuit may be a trivial identity that 
cannot be reflected in the size of the QMDD. 

Lemma 2: There exists an n × n trivial identity reversible circuit cascade 
with any arbitrary even number of gates. 

Proof: Let m = 2k be the number of gates in a circuit, where k is an integer 
so that k≥0. For k = 0, the circuit merely consists of all the lines and therefore 
is a trivial identity circuit. For k=1, we make a cascade of two gates consist-
ing of an arbitrary gate followed by its inverse. It is easy to see that such a 
circuit is a trivial identity reversible circuit. For k>1, we first build a cascade 
C of k arbitrary gates. We then build another cascade C’ using exactly the 
same gates but in a reversed order.  Let A and A’ be the transformation matri-
ces of C and C’ respectively. Since C is equivalent to reversing a cascade so 
that the outputs exchange with the inputs, A’=AT. It then follows that 
A’×A=AT×A=I, which completes the proof.	 □

These results predict that QMDD size is not likely to correlate to the cir-
cuit size. Lemma 1 shows that an efficiently synthesized circuit will produce 
the same QMDD size as a larger circuit that was inefficiently synthesized to 
the same specification. Lemma 2 illustrates that a reversible circuit may inad-
vertently contain a redundant trivial reversible sub-circuit that increases the 
number of gates without changing the QMDD size. 

We try to estimate the size of the binary QMDD (in non-terminal nodes) 
in view of the circuit specification. A trivial identity n × n reversible circuit 
requires n non-terminal nodes. Since a binary QMDD has four edges exiting 
from each non-terminal node, the upper limit for QMDD size is reached if 
each edge points to a different node in a unique way. This condition is a geo-
metric series with size equal to 

	 Sn
i

i

n

= -

=
∑4 1

1

	 (1)

for the binary case. For the ternary MVL case, the expression becomes.
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However, the transformation matrix represented by the QMDD for reversible 
logic is a permutation matrix that has only a single ‘1’ element in each row 
and each column [21]. This immense sparsity leads to significantly smaller 
QMDD sizes than predicted by (1) which we examine empirically in the next 
section.

4  THE SYNTHESIS METHOD 

The “QMDDsyn” framework attempts to reduce the size measured by the 
quantum cost of the circuit produced by the reversible logic lexicographic syn-
thesizer. We were inspired by the approach that Fujita et al. took in minimizing 
binary decision diagram for classical irreversible logic [27]. Following the 
structural shape of the circuit, they minimized the number of wire crossings and 
gave priority to fan-outs encountered in the depth-first transversal from the 
outputs to the inputs of the circuit. In this work we use a similar approach, but 
in reverse - we use the best variable order corresponding to a minimized QMDD 
representation of the circuit to reorder the specification given to the lexico-
graphic synthesizer. The goal is to achieve a smaller synthesized circuit from 
the reordered specification compared to a circuit synthesized from the original 
specification. The time consuming process of template matching is delayed 
until it can be provided with a smaller circuit to optimize. Fig. 2 illustrates  
this process.

We first synthesize the function specification lexicographically to obtain 
the baseline circuit C1. In the experiments described here, we used MMD for 
the first step, however any initial mapping or existing circuit cascade could be 
used and optimized with our approach. This circuit is converted into a QMDD 
representation and a sifting minimization using dynamic variable ordering 
(DVO) is performed [21, 25, 28]. While the QMDD can be built directly from 
the complete specification, we use the baseline circuit C1 to gauge the  
efficiency of the proposed framework’s results.

The complete specification is re-ordered based on the variable order that 
resulted from the minimized QMDD. The re-ordered specification is used to 
lexicographically synthesize a new candidate circuit C2. Since we use the 
bidirectional version of the MMD algorithm, the framework also re-orders 
the complete specification in the reversed variable order of the minimized 
QMDD. This reversed re-ordered specification is used to synthesize another 
candidate circuit C3.

The framework then selects the smaller of circuits C1, C2, and C3 for the 
final step of template matching minimization. Since the QMDD minimiza-
tion may provide several variable orders that produce the same minimized 
QMDD, the process of Fig. 2 may be repeated for each minimal variable 
order (and its reversed order) in an attempt to obtain an even smaller candi-
date circuit 
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Example 1: In the following example the QMDDsyn framework demon-
strates the synthesis of the 3-variable function complete specification repre-
senting the mapping (or permutation) of the ordered 8-tuple (0,1,2,3,4,5,6,7) 
to (5,3,4,7,2,6,1,0). We first use the MMD unidirectional algorithm to pro-
duce circuit C1 of 12 gates with a quantum cost of 30 as shown in Fig. 3a. For 
clarity, we first illustrate the approach using the simplified case of binary 
circuit benchmarks with a unidirectional version of the MMD algorithm. 
Results for ternary-valued circuits are given later in the paper. 

FIGURE 2
The “QMDDsyn” Framework.

FIGURE 3
Minimization of a 3-variable circuit for the specification (5,3,4,7,2,6,1,0).
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While this initial circuit may not be optimal, it is an exact implementation 
of the specification. Using the initial variable order of a<b<c, C1 is repre-
sented by a QMDD with 10 non-terminal nodes. The QMDD is minimized by 
the QMDDsyn framework to 9 non-terminal nodes with variable order of 
b<a<c. 

The specification is reordered by first applying the new variable order as 
shown on the left truth table of Table 1. The results need to be ordered lexico-
graphically (in ascending binary order) according to the input as shown in the 
right truth table of Table 1.

The MMD unidirectional algorithm is applied on this reordered specifica-
tion represented by the 8-tuple (3,4,6,5,1,2,7,0) to produce the candidate cir-
cuit C2 of 7 gates with quantum cost of 11 as shown in Fig. 3b.

The variable lines of C2 are re-arranged according to the variable order by 
moving the top line to the bottom while still keeping the same gates’ connec-
tions. The final circuit C2’ is shown in Fig. 3c.

The QMDDsyn framework verifies that circuit C2’ is equivalent to C1 as 
they are both represented by the same QMDD in view of Theorem 1. This 
example illustrates an overall size reduction in terms of quantum cost of 
11/30 (53%). In this illustrative example C3 was not computed since only the 
unidirectional MMD algorithm is used to demonstrate the concept. In the fol-
lowing experimental results we use the bidirectional MMD algorithm for the 
lexicographic synthesis step and report the reversed order candidate circuit 
C3 as well as C2 size for each benchmark.

5  EXPERIMENTAL RESULTS

5.1  QMDD Size versus Circuit Size 
We explored binary and ternary circuits of 5, 6, and 7 variables, with a num-
ber of gates ranging up to 100 to gauge the relation between the circuit size 

b a c b’a’c’ b a c b’a’c’

000 011 000 011

010 110 Ordering 001 100

100 001 lexicographically 010 110

110 111 → 011 101

001 100 100 001

011 101 101 010

101 010 110 111

111 000 111 000

TABLE 1
Re-ordering the specification
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and its QMDD representation. Our experimental results for binary circuits 
are collected in Table 2 while our experiments with ternary circuits appear in 
Table 3.

For each binary circuit with a given number of gates we show the quantum 
cost and the number of nodes in the QMDD representing the circuit. The 
results in Table 2 that use published benchmarks are marked with a super-
scripted file identifier as follows: 1 – “mod5d1” (8 gates), 2 – “hwb5tc” (55 
gates), 3 – “2of5d1” (18 gates), 4 – “rd53d1” (12 gates), and 5-ham7tc (23 
gates). The other circuits were generated by selecting Toffoli gates with a 
random number of control lines and random connections.

The binary circuits demonstrate that the QMDD size does not follow the 
circuit size once the circuit size passes 20-40 gates. In contrast, the quantum 
cost does follow the circuit size, as expected. For example, for 5-variables, a 
circuit with 90 gates is represented by a QMDD with 42 nodes, less than the 
46-node QMDD that represents the circuit with 40 gates. These experimental 
results illustrate the outcome of Lemma 1 and Lemma 2, as well as the work 
on partially redundant reversible logic reported in [27,28]. 

Since there are very few published ternary benchmark circuits, we have 
re-used the 5-variable circuits discussed in our previous work [21]. We ran-
domly created additional ternary circuits with 6, and 7 variables as shown in 
Table 3. For the random circuits with 5 variables, we show that a 75-gate 
circuit produces smaller QMDD than an 100-gate circuit. Similarly, for the 
random circuits with 7 variables we show that an 100-gate circuit produces a 

5-vars 6-vars 7-vars

Gates Quant. 
cost

QMDD
size

Quant. 
cost

QMDD
size

Quant. 
cost

QMDD
Size

0 (Ident) 0 5 0 6 0 7

1 5 13 1 11 5 17

10 24(1) 19(1) 158 42 120(4) 26(4)

20 208 36  158(3) 56(3) 81(5) 130(5)

30 310  41  494 82 836 137

40 424  46 696 77 968 141

50 510  44 830 84 1340 134

60 313(2)  47(2) 1016 83 1712 153

70 682  42 1186 72 1968 149

80 808  46 1388 82 2344 140

90 918  42 1388 82 2716 164

100 1036  45 1824 83 3047 176

TABLE 2
QMDD Size versus Binary Circuit Size
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smaller QMDD than the 75-gate circuit. These experimental results clearly 
show that, following the pattern we saw with the binary circuits of Table 2, 
the QMDD size does not follow the circuit size once it passes a relatively 
small number of gates. It is also quite obvious from the results that the num-
ber of nodes is substantially lower than the maximum bound of equation (2). 

5.2  Lexicographic Synthesis Guided by Variable Order
The synthesis results obtained with the QMDDsyn framework for binary cir-
cuits are shown in Table 4. We use the complete specification from the pub-
lished benchmark circuits [29] as well as the specification obtained from the 
random circuits introduced in Table 2. For each specification, we list the 
number of variables in column 2 and the QMDD size in non-terminal nodes 
in column 3. The minimization results are shown in columns 4 to 5. Column 
6 lists the variable order obtained during the QMDD minimization. Column 
7 shows the quantum cost of the baseline circuit C1. Column 8 displays the 
quantum cost of candidate circuit C2 obtained with the variable reorder of 
column 6. In both cases, the quantum cost is computed by Maslov’s RCviewer 
utility [29] which follows definition 4. Column 9 lists the quantum cost of the 
reversed order candidate circuit C3. In column 10 there is a comparison 
quantum cost for circuit C4 that is synthesized with a random variable order. 

The quantum cost improvement obtained when using the minimized 
QMDD variable reorder is depicted in column 11. Negative percentage indi-
cates that the QMDDsyn obtained a smaller circuit with the variable reorder. 
We should note that the smaller of circuits C2 and C3 is compared to the 
baseline circuit C1, as discussed in Section 3.1.

The results show significant improvement in the quantum cost using the 
approach of QMDDsyn for many benchmark circuits. There is generally a 
good correlation between the level of QMDD size reduction and the improve-
ment in the quantum cost. An exception for this correlation was encountered 
with the “5mod5tc” benchmark circuit, which obtained a QMDD size mini-
mization of 47% and yet no reduction in the circuit size.

As is observed in Table 2, the QMDD size grows rapidly from the number 
of variables (for trivial circuit) to a certain fluctuating range. Smaller QMDD 

Gates 5 -vars 6-vars 7-vars

10 60 23 25

25 132 171 271

50 204 369 827

75 196 619 1661

100 203 641 1275

TABLE 3
QMDD Size versus Ternary Circuit Size
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size indicates less permutation by the specification. It seems from our results 
that specifications with smaller QMDD sizes (i.e. less permutation) are likely 
to produce better quantum cost reduction on the QMDDsyn framework. 

Since this approach is based on a heuristic, it does not work in all cases, 
and for several specifications (“hwb4tc”, “rand5v1”, “rand7v6”), the selec-
tion of a random variable order obtained a better quantum cost reduction. 
There is an 8% quantum cost deterioration for “rand7v6”. The file “5mod5tc” 
resists any size change apparently due to its unique construction with 5 gar-
bage outputs and only one controlled output. 

The run times for the QMDDsyn framework are not shown in Table 4 
since they are not substantially different than the “MMD” run times, except 
that the synthesis process is repeated two times to evaluate candidate circuits 
C2 and C3. 

It is interesting to note that the efforts of Fujita et al. to reduce the size of 
BDD for classical irreversible circuits based on variable order selection pro-
duced spectacular results [25]. Our results indicate that similarly inspired 
heuristics for reversible logic are likely to have much less dramatic improve-
ments. We suspect that this outcome is likely due to the inherent maximal 
connectivity associated with each circuit variable [27]. 

6  CONCLUSIONS AND FUTURE WORK

This paper has considered the affect of variable re-ordering of the complete 
specification on the lexicographic synthesis of reversible circuits. We have 
demonstrated a framework that changes the variable order of the function 
specification based on the minimization of the QMDD representation of the 
function. Like any heuristic approach, the experimental results show the 
method to be quite effective for some circuit benchmarks while sometimes 
having little or no benefit for others. Since the execution time of the lexico-
graphic synthesizer is predictable, our approach does not significantly 
increase the overall execution time. 

We demonstrated that the size of ternary and binary reversible circuits has 
no direct correlation to the size of their QMDD representation. In particular, 
the lack of correlation is more apparent for larger reversible circuits as com-
pared to smaller circuits.

We are investigating the suitability of the proposed method on other non 
search-based reversible logic synthesizers. We are also considering additional 
methods to obtain synthesized reversible circuits directly from the minimized 
QMDD data structure representing the function’s complete specification. 

Because the MVL version of MMD that we used works efficiently only up 
to about 4 input circuits, we are currently automating the synthesis method 
based on MVL circuit functions with the arithmetic property of heredity [30]. 
While this approach will only generate MVL example circuits that have 
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heredity, it is possible to synthesize significantly larger cascades that will be 
useful for future experimentation.
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