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ABSTRACT 

 
This paper provides a review of disaster tolerant 
Information Technology (IT).  The state of 
traditional disaster recovery approaches is 
outlined.  The risks of IT application downtime 
attributable to the increasing dependence on 
critical information technology operating in 
interdependent, interacting complex 
infrastructure systems is reviewed. General 
disaster tolerance techniques are summarized. 
While content specific approaches currently 
undertaken to understand and avoid cascading 
failures in systems are extant, opportunities exist 
to extend this complex systems independence 
analysis to the private business sector in the 
form of disaster tolerance.  The high level of 
complexity of relationships between IT 
application availability and numerous secondary 
and tertiary affects of a disaster on systems that 
are dependent on other systems for availability 
has not yet been fully explored. 
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1.  INTRODUCTION & BACKGROUND 

 
A disaster is an event that can cause system-wide 
malfunction or outage as a result of one or more 
failures within a system which may be caused by 
a single-point failure or by a plurality of single-
points of failure that occur either simultaneously 
or nearly simultaneously by either a man-made 

or natural event.  A cascading failure resulting 
from a disaster may be characterized as a series 
of system outages, such that an initial 
disturbance causes one or more dependent 
system outages [1, 2]. A catastrophe, 
characterized as a series of cascading failures 
caused by an initial disruption, can occur as the 
result of the occurrence of a disaster [2, 3].   
 
Disaster Tolerance (DT) in computing and 
communications systems refers to the ability of 
infrastructure, IT systems, communications 
infrastructure and business or organizational 
processes that depend on these systems, to 
maintain functionality throughout the occurrence 
of a disaster.  The goal of Disaster Tolerance is 
to provide an ability to continue operations 
uninterrupted despite occurrence of a disaster 
that would normally interrupt organizational 
operations where critical business functions and 
technologies continue operations, as opposed to 
resuming them.  Disaster tolerance is a superset 
of fault tolerance methods in that a disaster may 
occur which causes rapid, almost simultaneous, 
multiple points of failure in a system that 
escalate into a wide catastrophic system failures.  
Models for disaster tolerance differ from those 
for fault tolerance since they assume that failures 
can occur due to massive numbers of individual 
faults, as well as a single point of failure [2].   
 
Critical infrastructures, such as power networks, 
display many of the characteristic properties of 
complex systems. Some research indicates 
portions of this behavior are caused by different 
components of systems interacting with each 
other. While complex infrastructure systems can 



exhibit these characteristics, more recent 
research indicates the individual infrastructure 
systems interact with each other in even more 
complex fashions, which can lead to increased or 
decreased risk of failure in the individual 
systems [4]. This relationship risk analysis 
between interdependent interacting infrastructure 
systems has direct applicability to a criticality 
approach to disaster tolerance [3, 6]. 
 
2. RECENT DISASTERS & THE STATE OF 

DISASTER RECOVERY  
 
Businesses and organizations that adopt 
redundancy-based approaches traditionally rely 
on Disaster Recovery (DR) techniques to protect 
critical systems.    Disaster Recovery, a subset of 
Business Continuity Planning (BCP), is a closely 
related term used to describe methodologies to 
create and execute a plan for how an 
organization will resume partially or completely 
interrupted information technology, 
organizational, or business critical functions 
within a predetermined time after a disaster or 
disruption has occurred. Effective Disaster 
Recovery and Business Continuity Planning 
should identify the impacts of the loss of a 
critical business facility, resource or process in 
the event of an unplanned outage with the 
specific intent of identifying required recovery 
timeframes and resources [16]. Disaster 
Recovery and Business Continuity Planning 
efforts specifically target reducing operational 
risk and therefore overlap with traditional risk 
management practices.  DR and BCP commonly 
utilize IT services and applications along with 
fault tolerant systems and methodologies to help 
achieve recovery or continuity [10]. 
 
In traditional DR & BCP plans, attention is 
commonly given to contingencies for natural 
disasters such as hurricanes, tornados, floods, 
and earthquakes.  However, a disaster may be 
any event that prevents a business from 
accessing necessary data and systems to conduct 
normal business operations.  In the past, it may 
have been acceptable to assign a very low 
probability to the risk of major disaster 
occurrence.  However, with the rising potential 
for terrorist activity, this assumption is no longer 
the case [10].   
 
The terrorist events of September 11, 2001 and 
the US Northeast power outage of August, 2003, 
combined with Hurricane Katrina of 2005, 
provide recent examples of devastating man-

made disasters and massively destructive natural 
disasters in the US.  Some firms affected by the 
September 11, 2001 attacks, who did have well-
developed and thoroughly tested Business 
Continuity Plans in place were able to recover 
partial business operations within several days of 
the terrorist attack.  However, many of these 
businesses have still not fully recovered six years 
after the event [11].   
 
Cascading failures in electrical power networks 
cause massive power failures, blackouts, which 
lead to severe economic and social 
consequences. Cascading failures are typically 
initiated by a set of system outages that cause 
operating constraint violations. When violations 
persist in a network they can trigger additional 
outages which in turn may cause further 
violations [10].  Research shows that the 
probability of large power blackouts can have 
very high or even infinite expected 
consequences.  Specifically related to power 
outages, the probability of a cascading failure 
increases as transmission system loading 
increases while the probability goes through a 
sharp phase transition [3, 5].  It is also appears 
that cascading power failures propagate by relays 
acting in response to operation constraint 
violations, which often persist for relatively 
significant amounts of time before triggering a 
relay response. While the 1996 western US 
blackout progressed fairly quickly, 3 the system 
endured overloads on the western transmission 
corridor for 22 seconds after the initial 
disturbance, before a rapid sequence of relay 
actions commenced [4].  In a disaster scenario, 
such as the destruction of a major private 
commercial building, cascading failures occur in 
rapid, multiple successions, propagating to vast 
amounts of business systems, which in turn 
cause even further cascading system failures.   
 
Despite September 11th and the Northeast power 
outage of August, 2003, surprisingly few areas 
of the commercial business sector have 
demonstrated a similar significant change in 
disaster preparedness, recovery or business 
continuity planning [11].  Survey data suggests 
that top business executives are not focused on 
Disaster Recovery or Business Continuity 
Planning.  According to survey data from Harris 
Interactive and SunGard Availability, the 
majority of US business executives believe their 
companies are in fact less prepared to deal with a 
disaster than in years prior to 2005 [11]. 
 



Data from studies on September 11 indicates that 
9-11 has in fact had relatively little effect on the 
spending patterns of US mid-sized business on 
proactive preparedness activities such as 
protection and security. The Conference Board 
released a 2005 report on corporate security 
practices, sponsored by the US Department of 
Homeland Security, based on a survey of chief 
executives and other top officers in a wide range 
of mid-sized US companies (with annual 
revenues of between $20 million and $1 billion).  
Data from this report indicates that despite 
mounting evidence to the contrary, the majority 
of US mid-market companies believe their 
business’s current spending on security is 
adequate as a sound business investment that 
will proactively reduce the risk and impact of a 
disaster.  Many of these companies view these 
business costs as an expense that should be 
minimized. [12]  
 
3. DISASTER RECOVERY RELIABILITY 

& CHALLENGES 
 
The small percentage of organizations that have 
the resources available, foresight and capability 
to consider the risks and costs of mitigating 
against IT application and business process 
outages commonly invest in Disaster Recovery 
and Business Continuity plans.  DR solutions 
traditionally implement alternate ‘hot’, ‘warm’ 
or ‘cold’ failover sites with varying degrees of IT 
infrastructure readiness and availability. 
Unfortunately, such efforts are often made after 
an IT solution has been designed and 
implemented, not before, where it could have the 
most beneficial effect on architecture and 
appropriate implementation and maintenance 
[10].  
 
In standard computer cluster configurations, high 
availability is often achieved through the use of 
redundant hardware to eliminate single points of 
failure. This approach can protect the cluster 
against hardware faults, such as individual node 
failures.  In the case of disasters, this includes 
protecting against a single massive failure that 
causes many components to fail, such as the 
failure of an entire data center which physically 
contains groups of server nodes and disk storage 
subsystems in close geographic proximity.    
However, the approach of systems and 
infrastructure replication with geographic 
disparity has six significant general 
consequences: 

1. All elements of a system must be replicated 
in order for system functionality, including data, 
servers, storage, applications, Wide Area 
Network communications, and in particular, 
human IT resources, which are difficult to 
replicate. 
2. Data replication and synchronization 
between redundant systems becomes problematic 
over geographically disparate networks. 
3. The complexity of a system increases as the 
level of redundancy increases, making the 
components of redundant systems more difficult 
to manage and complex to maintain. 
4. The costs of larger redundant systems are 
commonly high and discourage capital 
investment and implementation. 
5. Replicated or redundant IT systems 
commonly implement Disaster Recovery 
practices to fail over or recover system 
functionality at a replicated site. With limited 
success rates. 
6. Some systems are so large that it is 
impractical to replicate them (for example, the 
United States electric power grid). 
 
 
Disaster recovery and business continuity 
technologies and plans are often conceived after 
an application has been designed and 
implemented, adding into the existing 
infrastructure disaster recovery functionality 
features that were not designed into the 
application itself.  Applications and technologies 
implemented are then intended to function in a 
manner in which they were not designed.  In 
cases where replication technology is 
implemented, replication and failover process 
failure is common.  System complexities and 
people-related processes often render the failover 
and fail back scenarios dysfunctional and 
inadequate [13].  Statistics show replication and 
failover failure has five primary causes.  
Secondary failover environments are often not 
ready for the failover process itself to occur. 
Manual human error occurs within the failover 
process.  The failover process is dependent on 
critical knowledge experts who are unavailable 
during crises.  Failover processes are unable to 
scale in disaster situations where rapid, almost 
simultaneous, multiple points of failure escalate 
into system wide catastrophic failures.  Finally, 
and perhaps most common, assumptions made 
regarding failover are incorrect and result in a 
lack of successful failover [13]. 
 



Such efforts are often unsuccessful in reaching 
the goal of providing business process or IT 
application continuance in the event of a disaster.  
Instead, these efforts attempt to force an 
application or technology solution to function in 
a manner in which it was not designed and do 
not have functionally adequate processes, 
technology or support resources to enable 
successful Disaster Recovery failover [13].  As a  
result, a large portion of capital and resource 
investment in Disaster Recovery is literally 
wasted in the failed recovery processes itself, 
reducing the value of this investment, as it does 
not produce the desired result: IT infrastructure, 
applications and business process functionalities 
that are disaster tolerant [10]. 
 
As a result, traditional Disaster Recovery and 
Business Continuity Planning and practices are 
often not sufficient to protect businesses and 
organizations from IT systems and network 
outages, nor do they enable IT applications and 
business processes to adequately continue 
operations throughout the occurrence of a 
disaster.  In actuality, these practices leave 
organizations and businesses vulnerable to 
organizational failure in the event of a disaster.  
Strategy, priority, management, investment, 
personnel and technology challenges 
surrounding DR and BCP render these practices 
ineffective [10]. 
 

4. DISASTER TOLERANT TECHNIQUES 
 
An approach for standard IT solutions 
development, implementation and support 
should inherently include an appropriate level of 
disaster tolerance built into the architecture itself, 
from initial design through to implementation 
and management.  Unfortunately, due to 
increased costs and a lack of comprehension of 
the true costs of IT application or business 
process downtime, this practice is often not 
followed.  Data indicates that it is in fact 
common for executive management, when faced 
with capital investment decisions, to allocate 
funds to other areas within a business instead of 
investing in disaster recovery [11].  Despite 
recent increases in both man-made and natural 
disasters, the large majority of businesses and 
executive management continue not to consider 
Disaster Recovery or Business Continuity 
Planning a top priority [12].  Building 
redundancy and disaster tolerant designs into the 
initial architecture itself is not a new a concept.  
However, establishing a proven process that 

incorporates disaster tolerant technologies early 
in the IT solution design is different from the 
current concept of disaster recovery. This 
approach would alter the way the IT solution 
design process has historically been done but 
offers the potential for significant benefit in 
terms of disaster tolerance [10]. 
 
Clusters that are resistant to multiple points of 
failure or single massive failures require a 
different type of cluster architecture known as 
disaster tolerant architecture, which provides the 
ability to survive disasters via geographically 
distributed systems and load balancing between 
alternate cluster nodes.  A disaster tolerant 
architecture involves designing server clusters to 
share the system load among several geographic 
cluster nodes in a distributed fashion where the 
loss of one or more nodes or geographic 
locations does not significantly impact system 
functionality [14, 17].  Disaster tolerant 
applications should be designed from their initial 
stages with replication, failover, multiple site, 
distributed architecture.  A fundamental yet 
critical step in designing a viable disaster tolerant 
IT infrastructure and applications is to begin 
with the idea of disaster tolerance in mind [10]. 
 
The financial cost of implementing redundant 
applications or hot/warm failover sites often 
prevents management from implementing such 
technologies. Detailed information regarding 
SLA compliance cost of downtime, value of 
uptime, as well as stability and availability 
statistics could assist in providing greater 
executive visibility to management staff.  This 
information, in turn, would allow management 
greater insight in making decisions regarding IT 
applications, infrastructure and business 
continuance planning.  Consideration should be 
given to technology as well as to the business or 
organizational strategy and the human resources 
and processes that affect the availability of a 
system.  Executive management equipped with 
accurate information regarding the financial 
ramifications of application downtime would be 
able to more readily engage in the cost benefit 
analysis of implementing an IT infrastructure 
that is disaster tolerant.  With appropriate 
executive visibility, management would have 
supporting information to budget for the costs of 
implementing technology and applications that 
are able to survive traumatic disruptions [10]. 
 
 
 



5. INTERDEPENDECE & INTERACTING 
INFRASTRUCTURE SYSTEMS 

 
Business, governments and societies rely on the 
uninterrupted operation of many infrastructure 
systems such as electric power transmission and 
distribution systems, communication and 
computer network, information systems, 
commodity transportation infrastructure and 
arguably economic markets.  Because none of 
these infrastructure systems operate in a vacuum, 
comprehension of how these complex systems 
interact is increasingly important and illustrates 
how tightly coupled complex critical 
infrastructure systems are [6]. There has been 
work in the modeling of some of the different 
infrastructure systems mentioned. However, 
because of the intrinsic complexities involved, 
modeling of the interaction between these 
systems has been limited until recently [6, 7, 8]. 
 
The traditional approach of understanding the 
components of a large complex system in order 
to comprehend the entire system can overlook 
important consequences of the coupling of these 
systems as well as critical vulnerabilities.  
Similarly, assuming a larger coupled system is a 
larger complex system because of the 
heterogeneity introduced by coupling is also not 
without fault.  While the individual systems may 
have a relatively homogeneous structure, the 
coupling between the systems is often 
fundamentally different both in terms of spatial 
uniformity and coupling strength [6]. 
 
Normal regions in which the inter-system 
coupling is weaker or topologically different 
from intra-system coupling can lead to important 
new systems interdependence and behavior. In 
interdependent interacting systems, slight 
agitations or changes in one might have very 
little obvious effect on the other system, yet the 
effect of the coupling of the two systems can 
have a profound effect on the risk of large, rare 
disturbances.  The occurrence of natural or man 
made disasters may also have significant 
implications for the dynamics and risks of such 
systems.  Understanding the effect of this 
coupling on the system dynamics is critical to 
accurately developing risk models for different 
infrastructure systems individually or 
collectively [6].  This interdependent risk in 
interacting infrastructure systems also has direct 
applicability to disaster occurrence and 
tolerance. 
 

6. CONCLUSIONS 
 

Data indicates man-made disasters are 
increasingly becoming the primary threats to 
business continuity [18].  The terrorist events of 
September 11, 2001 and the US Northeast power 
outage of August, 2003, combined with 
Hurricane Katrina of 2005, emphasize the need 
to develop disaster tolerant computing and 
communication systems.  The current state of 
Disaster Recovery and Business Continuity, in 
light of recent man-made terrorist events, may 
not be sufficient in their goal of providing 
business and IT systems recovery. Business, 
governments and societies rely on the 
uninterrupted operation of many interdependent 
interacting infrastructure systems which have 
direct applicability to disaster tolerance.  
Significant research into cascading failures and 
self-organizing criticalities in such systems is 
prevalent.  However, In the event of a man-made 
or natural disaster, numerous, near instantaneous, 
cascading failures are introduced into a multitude 
of interdependent infrastructure systems.  While 
content specific approaches currently undertaken 
to understand and avoid cascading failures in 
systems such as the power network are extant, 
opportunities exist to extend this complex 
systems interdependence analysis to the private 
business sector, business continuance and 
disaster tolerance.  The high level of complexity 
of local and global relationships between IT 
application availability and the secondary and 
tertiary affects of a disaster on systems that are 
dependent on other systems for availability has 
not yet been fully explored. 
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